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Derivatives between scalar and matrix

> (Derivative of a matrix wrt. scalar) For a matrix Y € R™*™ and a scalar variable z € R
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Y11 Y2 .- Yin 6?f 6?f 8(?/$
21 22 2n
Y21 Y22 s Y2 .
8l = 3 . . .n = ozx ozx oz
ox ox : : . : . . . .
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ox ox o ox

» (Derivative of a scalar wrt. matrix) For a scalar y € R and a matrix X € RmX"™

Oy Oy Oy
or11 0x12 o aQfln
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Oy — 9y — 021 Oxoz  Oxon
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» What about vector: vector is just a special case of matrix.
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Single Entry matrix J%

-

0X
> X € R™*", whatis —7
0X

» For simplicity, consider
ij

» Now by (1), for (¢,5) = (1,1):

0X11
0X
ox .11
0X11 :
11 9%
0X11

which is a zero matrix except a one at the position (1, 1).

> Matrix J% denotes the single entry matrix with all zeros except a one in the position (3, 7).

0X12

aXmQ
0X11

, where X;; is the ith-row jth-column element of X, which is a scalar.
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Single entry matrix J% as column & row selector

» Right-multiplication with J% = put ith column to the jth column.

ar b1 a 0 0 O by

AJ? = a2 ba 2|1 0 Of = (b2

a3 bz c3 0O 0 O b3

If i = j, right-multiplication with J% = keep ith column.
> Left-multiplication with J% = put jth row to ith row.

) 0O 0 O ap b1 0

JHA = [0 0 0)[ax b2 ] = (0

1 0 O a3 b3 «c¢3 ai

If i = j, left-multiplication with J% = keep ith row.

» Reference: Matrix Cookbook (444) and (445)

[en]
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Matrix derivative using single entry matrix

» Using single entry matrix gives

0X .
=Ju (3)
8X,’j
D.d .
=gt 4
X5, (4)
OXTX iy g
= = =XTJU 4+ Ji'X  (5)
8Xij

These are derivatives of matrix
wrt. scalar X;;, not matrix X.

» Reference: Matrix Cookbook
(73), (80), (456), (457), (458)

biayr + b2az + bzas
cial + cea2 + c3as

2as3
b3
c3

as
bs
Cc3

=XTJ3l gi3x

b
0XTX L y ar b1
T =XTJY4J"X on X=[az b

ij as bz
al by c1
by ba  c2
c1 b3 c3

a1b1 + a2b2 + asbs
b2 + b3 + b2
c1b1 + caba + c3b3

co§
co8

C1
Cc2
c3

aicy + azce + azces
bici 4 baca + bzcs
c% -+ c% -+ cg
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Single entry matrix with trace

» For A € R"*™ and J € RM*" y N
Tr(AJY) = Tr(J7PA) = (A7), (6)

> For A € R"" J € R"™™ and B € R™*"

Tr(AJYB)=(ATBT);; Q]
Tr(AJI B) = (BA); ®)
al b1 c1 0 0 a2
» lllustration of (6): X = (a2 b2 c2 |, then Tr(XJ?)=Tr [0 0 by | =co= (XT)23
as b3 c3 0 0 c2
» Reference : Matrix Cookbook equations (450-452)
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Application of J% in deriving matrix derivatives

» Jacobi's formula relates the derivative of determinant of a matrix to the derivative of the matrix

Odet X
ox

:detX~Tr(X*188—)z{).

Note that

X
» det X, x and det X - Tr(X_1%> are all scalars.
T

» m = n here for X € R"™*"™ since det only works on square matrices

det X
» To find 9de , use (2) gives
0X
det X det X X
9de . Ode detX~Tr(X_1 9 )
8X11 aXln aXll
Odet X (2) . . ()
R PV L aX
© © detX-Tr(X‘l )
8Aan 0Xnn 8Xn1

» Reference : Matrix Cookbook equations (46)

()

det X - Tr(X_laaX%)

detX-Tr<).(—1 0X )

0Xnn

7/13



Derivative of det X wrt. matrix X

Odet X
» Theorem [Matrix Cookbook equation 49] ;X = (det X)X T
» Proof Take out the common factor det X from the last page, we get
0X 0X
Tr(X 1! Lo Tr(X —1 11
e x r( axn) r( 8X1n> , Tr<X J )
SR detX : 3 : @D det x
ox | ox ' X '
(X ) e m(x ) (X 1gm)
aan 8Xnn
Odet X X
.. . t
Te(AT7) Y (AT),; gives Tr(X1J9) = (X~1)i and thus ;X = det X :
(Xil)ln
Linear Algebra 101: (X ~1);; is the cofactor C;; of X divided by det X
(X71)11 (Xil)nl Ci1 ... Cin T
. . . = 1 : : —xT
: : : det X : :
(Xil)ln (Xil)nn Ch1 Chn

ddet X
CL _detX-XT. 0O

Hence we proved

(X71 )nn
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Derivative of logdet X wrt. matrix X

Ologdet X
» Theorem [Matrix cookbook equation 57] For positive definite matrix X, then 027; =

Proof Use the previous result and chain rule

Ologdet X OlogdetX Odet X

X  ddetX 98X
Ologdet X Odet X Ologdet X
Note that 08c¢ and © are matrices and ot is scalar.
0X 0X ddet X
So the expression is "matrix = scalar x matrix”. Furthermore,
Ologdet X
» det X is scalar so JOo8CeR is just simply .
Odet X det X
Combines the two gives
Ologdet X _xT
0X '

XT

9
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Chain Rule with Frobenius inner product

» Chain Rule Let U = f(X) be a matrix-valued function of matrix variable X and g(U) be a scalar-valued function
of matrix variable U, then we have

d9(U) _ 9g(f(X)) :Tr{(ag(wfai’}.

or oz au oz

(10)

og(U) 0g(U) U

> | tant: note that th i = —— is wron
mportant: note that the expression o U Or | g
og(U
1. g(U) and z are scalar —> % is scalar
-
ag(U) oU og(U) oU
2. U is matrix — %(U ) % and the product ?95] ) % are matrices.

3. Matrix # scalar (unless the matrix is of size 1-by-1).
4. It is the trace operator turns the matrix into a scalar to fit the equality.

5. As Tr(AT B) = || AB||F, equation (10) tells that for the derivative of a scalar-valued function wrt. a scalar,
when a matrix is introduced by chain rule, Frobenius inner product has to be applied to the result of the chain
rule (which is a matrix) to change it back to scalar.
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Derivative of logdet X " X wrt. matrix X
> Let g(X) = logdetf(X) and f(X)= X" X (so g(X) = logdetX T X)

. _ 0 . .
» Consider the derivative wrt. . As g and z are scalar so 8—9 should be a scalar, and it is wrong to write
az

d0g(X) _ OlogdetXTX 0det XTX Odet X ' X

Oz 0det XTX O6XTX oz

ddet XTX ddet XTX
s and

are matrices.
0XTX oz

» The correct way is to apply (10):

Ologdet X T X 810gdetXTXT [<8detXTX>78detXTX]
I = r
oz Odet X T X 0XTX or
_ 1 [(8detXTX)T8detXTX]
B det XTX o0XTX ox
8det X _ ot X.X T 1 -19det X T X
o0X . - - T T il
= detX_rXTr[det(X X)(X X) - }
ddet X T X
- Tr[(X 7 X))~ S
ox
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Derivative of logdet X " X wrt. matrix X ...2

Now put = Xj;;, we have

dlogdet X T X _ Tr[(XTX)*ladetXTX]
X, N X,
by (5) = Tr[(XTX)—l(XTJU + inX)}
= Tr[(XTX)*lXTJU] + Tr[(XTX)*leiX]
by (6.8) = [(xXTx)7x7| 4 [x(xTx)1]
ij ij

- [X(XTX)—I] +[X(XTX)—1}

1

= 2[X(XTX)*1]

ij
ij
By (2), we finally have
dlogdet X T X
0X
where XT = (XTX)~1X 7 is the left inverse of X

=2x(X"Xx)"t = 2(xHT
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Last page - summary

PR . . )4
» Derivatives involving matrices : D7 and —

» Single entry matrix : = J% and some of its properties.

ij

» Showed the following

X
p 24X ex . xT
X
> Ologdet X _xT
80X
logdet X T X
p JogdetX X (xTx)1
80X

End of document
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