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1 Logic and set theory
1.1 Logic

1. True or False: decide whether the following sentence is a proposition

e Two plus two equals four.

e Two plus two equals three.

e Two plus two is not equal to five.
e Seven is a prime number.

e Seven is an interesting number.

e | am gay.

e Give a proposition

e Give a proposition with AND.

e Give a proposition with OR.

e Give a proposition with NOT.

e Give a proposition with IF ... THEN.
e Give a tautology.

e Give a contradiction.

(Difficult) Give a proposition with IFF.

3. If @ : Five is an even number, what is =Q?
4. Translate the statements

e (PN-QV-R) = S = TAP
e (PAN-QV-R) = (S = TAP)

to English
5. (%% *) Given a real-world English sentence that corresponds to the logic (PA-QV -R) = (S = T AP)

6. Use truth table to show that P = (@ is the same as =PV @

Q[P P=Q|(CPVQ

|| = =~
M| —| | —

7. Translate “If roses are red and violets are blue, then | love you” to a logic statement. Find its negation.
(Hint: A = B is the same as “A V B).

8. Construct the truth table for (P A Q) V ((=P) A (-Q))

| Q[ P | Q[ PAQ| CPIA(Q) | (PAQ)V((P)A(-Q))

P
T
T
F
F

|~ 7~

9. Construct the truth table for (P = Q) A (Q = P)
10. Construct the truth table for the proposition ((—=P)V Q) A (—R)
11. Are (PAQ)V R and P A (Q V R) equivalent? Prove or disprove it using truth table.
12. Show that PA (Q VR) = (P A Q) V R using truth table.

13. Show that ((P = Q)N Q = R)) = (P = R) using truth table.

14. Show that ((P = QA(Q = R)) — (P < R) using truth table.
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15.

16.

17.

18.

19.

20.

21.

22,

23.

24,

25.

26.

27.

28.

Let n be integers. P(n): “nis prime.”, E(n) : “n is even.”, G(n) : “n > 3.”

What does Vn<(P(n)/\G(n)) — ﬂE(n)> mean?

Let p(x) : “x is a politician” and £(x) : “x is a liar". Write down the following statement using predicate logic.

e “All politicians are liars.”
e “Some politicians are liars.”
e “No politician is a liar.”

1

e “Some politicians are not liars.'
Let ¢ be all cities and p be all people. Let P(p,c) : “p lives in ¢."

e What does Jp P(p, Southampton) mean?
e What does Vp —~P(p, London) mean?

e What does Vedp P(p, ¢) mean?

e What does 3¢Vp P(p,c) mean? s it true?

The following quote comes from Abraham Lincoln.

You can fool some of the people all of the time,
and all of the people some of the time,
but you can not fool all of the people all of the time.

Let F(p,t) be the predicate: “person p can be fooled at time ¢t.” Translate Lincoln's quote in logic symbol.

Consider the following argument.
|. Japanese love sushi.

Il. 1 love sushi.

Il. Therefore, | am Japanese.
What is wrong in this argument?

Consider the statement S = {Vz : z > 0}.

e Write S in plain English.

e Simplify —S and write =S in plain English.
Consider the statement S = {Vx Jy : x+y= 0}.

e Write S in plain English.

e Simplify =S and write =S in plain English.
Consider the statements.

e Pr={z : xis multiple of 4}

e Qx ={z : z is divisible by 2}

° Sz{VxEN : Pr = Qx}.
Now

e Write S in plain English.

e Simplify =S and write =5 in plain English.

Consider the statement “If he was famous then he would play football well”.
Write down the contrapositive and negation of this statement.

Consider the statement “If you made an omelette then you broke eggs”.
Write down the contrapositive and negation of this statement.

Consider the statement “If n is even than n? is even".
Write down the contrapositive and negation of this statement.

Consider the statement “(3IM)(Vx € R)(|z| < M)"
Write down the negation of this statement.

Consider the statement “(Vx € R)(IM)(|z| < M)"
Write down the negation of this statement.

Prove * = y is equivalent to (—y) = (—x)
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29.

30.
31
32.
33.
34.
35.
36.
37.
38.

39.

40.

41.

42.

Consider the statement: “no pain, no gain”. We write it as a logic statement as “no pain”

contrapositive and converse, inverse of this statement?

True or false: —((—A)V B) V C is equivalent to (AA (=B)) v C

True or false: —~(3x : Px A Qx) is equivalent to Va : Pz — —(Qux)

True or false: —(Vax : Px = Q) is equivalent to 3z : Pz A ~(Qx)

True or false: P = (Q = P) is a tautology

True or false: P — (Q — (R = P)) is a tautology

True or false: (P = Q) A P) — P is a tautology

Let m, n are integers and P(m,n) is “m =n + 2". True or false: Ym3InP(m,n)
Let m, n are integers and P(m,n) is “m = 2n". True or false: Vm3nP(m,n)

True or false: VaVyP(x,y) is the same as YyVaP(x,y)

True or false: —((Vx)P(x)) = (o) (—|P(x))

True or false: ﬁ((EI:v)—\P(x)) = (Va) (P(x))

Consider the statement “Let z,y be positive real numbers. If xy > 20 then x > 4 or y > 5".

e State the converse of the original statement
e State the contrapositive of the original statement

e Give a counter example of the converse

Translate this into English: (Va € R) (x #0 = JyeRozy= 1)

. What is the
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1.2 Logic solution

1. True or False: decide whether the following sentence is a proposition

3. 1FQ

—\Q:

Two plus two equals four. it is a proposition, it's truth value is true
Two plus two equals three. it is a proposition, it's truth value is false (false proposition is also a proposition)
Two plus two is not equal to five. it is a proposition, it's truth value is true
Seven is a prime number. it is a proposition, it's truth value is true
Seven is an interesting number. it is a proposition, it's truth value is unknown (it is person-dependent)
[ am gay. it is a proposition, only | know it's truth value (which is false, now you know it)
Give a proposition 1+41=2
Give a proposition with AND. 1+41=2A24+2=4
Give a proposition with OR. z>0Vve <0
Give a proposition with NOT. 1 is not larger than 2
Give a proposition with IF ... THEN. If £ > 2then z > 1
Give a tautology. 1=1
Give a contradiction. 1=0
(Difficult) Give a proposition with IFF. if a,b, and c are real numbers, a+b = c+b if and only if a=c is true
: Five is an even number, what is =Q?

Five is not an even number. Or Five is an odd number.

4. Translate the statements

(PN-QV-R) = S = TAP
(PAN-QV-R) = (S = TAP)

to English
“P and not Q or not R implies S, which in turn implies both T and P".
“P and not Q or not R, implies that S in turn implies both T and P"

5. (% % *) Given a real-world English sentence that corresponds to the logic (PA-QV -R) = (S = T AP)

“If it is sunny and not raining or not windy, then if we go to the park, we will see birds and it will be sunny.’

P = itissunny

Q = itis raining

R = itis windy

S = we go to the park
T = we will see birds

6. Use truth table to show that P = (@ is the same as =P V )

PlQ|-P||P = Q|(-P)VQ
T|T]|F T T
TIF|F |F F
FIT|T |7 T
FIF|IT |7 T

7. Translate “If roses are red and violets are blue, then | love you” to a logic statement. Find its negation (Hint: A = B is the
same as "A V B).

R: rose are red

V': violets are blue

L: | love you

(RANV) = L

ﬁ((R/\V) — L) - ﬁ(ﬁ(R/\V) vL) — —~(RAV)A-L = (RAV)A=L. This translate to “roses are red and violets
are blue, and | don't love you".

8. Construct the truth table for (P A Q) V ((=P) A (-Q))
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Pl -P|-Q|PrAQ|EP)ACQ) || PAQV((=P)A(-Q))
T[T|F [F [T F T
T|F|F |T ||F F F
FIT|T |F |F F F
FIF|T |T |F T T

Note that the last column is the same as P <— @

9. Construct the truth table for (P = Q) A (Q = P)

PlQIP=Q|Q= P[P = QN (Q = P)
T|TH|T T T
T|F | F T F
FIT|T F F
FIF|T T T
10. Construct the truth table for the proposition ((—=P)V Q) A (—R)
P Q R|((=P)VQ)A(=R)
1 1 1 0
1 1 0 1
1 0 1 0
Solution 1 0 O 0
0 1 1 0
0 1 0 1
0 0 1 0
0 0 O 1
11. Are (PAQ)V R and P A (Q V R) equivalent? Prove or disprove it using truth table.

PI|Q|R|PANQ|QVR| (PAQVR|PA(QVR)

T e T, QO R

_I_
T
T
F
T
F
T
F

MMM T A A HA

R R

R e s I IR I

mTTMmA AT oA

The last two columns are the the same, so (PAQ)V R and P A (Q V R) are not equivalent
12. Show that PA (Q VR) = (P A Q) V R using truth table.

P|Q|R|QVR|PAQVR) || PANQ| (PANQVR|PAQVR) = (PAQVR
111 1 1 1 1 1
11110 1 1 1 1 1
1101 1 1 0 1 1
110]0 0 0 0 0 1
01]1 1 0 0 1 1
0]1]0 1 0 0 0 1
0]0]1 1 0 0 1 1
0)10]|0 0 0 0 0 1
13. Show that ((P = Q)N (Q = R)) = (P = R) using truth table.
LetS:{((P:>Q)/\(Q:>R)):>(P:>R)}
PIQIRIP=Q|Q=R|[(P=Q)A(Q=R)|P=R|S
TIT|T T T T T T
TIT|F| T F F F T
TIFI|T F T F T T
T|F|F| F T F FooT
FIT|T T T T T T
FIT|F| T F F T |T
FI|F|T T T T T T
FIF|F T T T T T
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14. Show that ((P = Q)A(Q = R)) — (P <= R) using truth table.

LetU:{((P — Q)A(Q = R)

N——

= (P <= R)}

PIQIRIPSQ|Q&R|[(P&QAQ&R) |P&R|U
T T|T T T T T T
TIT|F T F F F T
T F|T F F F T T
TIFI|F F T F F T
FIT|T F T F F T
FIT|F F F F T T
FIF|T T F F F T
F|F|F T T T T T
15. Let n be integers. P(n): “n is prime.”, E(n) : “nis even.”, G(n) : “n > 3."
What does Vn((P(n) A G(n)) = ﬁE(n)> mean? All primes greater than or equal to 3 are odd.

16. Let p(z) : “x is a politician” and £(x) : “z is a liar". Write down the following statement using predicate logic.

e “All politicians are liars.” Vm(p(x) = E(x))
YA L

()

e “No politician is a liar.” Vm(p(x) = —%(x))

e “Some politicians are liars.” EIx(p(x

e “Some politicians are not liars.” Hx(p(x) /\E(x))

17. Let ¢ be all cities and p be all people. Let P(p,c) : “p lives in ¢."

e What does Jp P(p, Southampton) mean? Someone lives in Southampton
e What does Vp —P(p, London) mean? No one lives in London
e What does Vcdp P(p, ¢) mean? Every city has someone lives in.
e What does 3¢Vp P(p,c) mean? s it true? There is one city everyone lives in. False

18. The following quote comes from Abraham Lincoln.

You can fool some of the people all of the time,
and all of the people some of the time,
but you can not fool all of the people all of the time.

Let F(p,t) be the predicate: “person p can be fooled at time ¢t.” Translate Lincoln's quote in logic symbol.

VpItF(p,t) A FpVtF(p,t) A —\(VthF(p, t))

19. Consider the following argument.
|. Japanese love sushi.
I1. 1 love sushi.
Il. Therefore, | am Japanese.
What is wrong in this argument?

We translate this argument into set statements.

|. Japanese € S := {set of people love sushi}.

In.1es

Step Il is wrong because x € S and y € S does not imply z =y

20. Consider the statement S = {Vz : z > 0}.
e Write S in plain English.  All number is strictly greater than zero.

e Simplify —S and write =S in plain English.

-5 = —|{Vx LT > 0}
= dz : ﬁ{ax > O}
= dz : <0 <= “There is a non-positive number”
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21. Consider the statement S = {Vz Jy :

e Write S in plain English.

x—l—yZO}.

e Simplify =S and write =S in plain English.

-S =

22. Consider the statements.

23.

24.

25,

26.

27.

28.

29.

o Pr={z :
o Qr={x :

ﬂ{V:L’EIy : x+y:0}
r+y=0}
Jz vy : ~{z+y=0}

Jx ﬂ{EIy :

JxVy : x4+y#£0

x is multiple of 4}
x is divisible by 2}

OS:{Va:EN : Pr = Qx}

Now

e Write S in plain English.

—

e Simplify =S and write =S in plain English.

-5 =

—\{VxEN : Pr — Qx

dreN : -{Px — Qx
JreN : ﬂg(—‘Px)\/Qx}
JreN :

dJreN : Pr A -Qx

“All number has a negative version of it"

“There is a number that has no negative version of it"

“For all integer x, if x is multiple of 4 then x is divisible by 2"

recall that P = Q= (-P)VQ

—

—(=Pz) A =Qz} DeMorgan's law

“There is an integer that is multiple of 4 and is not divisible by 2 "

Consider the statement “If he was famous then he would play football well”.

Write down the contrapositive and negation of this statement.

e If he doesn't play football well then he is not famous

e He is famous and he doesn’t play football well

(Recall z = y is the same as =z V y, so =7(z = y) =z A )

Consider the statement “If you made an omelette then you broke eggs”.

Write down the contrapositive and negation of this statement.

e If you didn’t break eggs then you didn't make an omelette.

e You made an omlette and didn't break eggs

(Recall 2 = y isthe same as ~z Vy, so ~(z = y) =z A )

Consider the statement “If n is even than n
Write down the contrapositive and negation of this statement.

e If n? is odd then n is odd

e n is even and n? is odd

2

is even" .

(Recall z = y is the same as 7z V gy, so ~(z = y) =z A —y)

Consider the statement “(3IM)(Vx € R)(|z| < M)"
Write down the negation of this statement.

Consider the statement “(Va € R)(IM)(|z| < M)"
Write down the negation of this statement.

Prove £ = y is equivalent to (—y) = (—x)

—y) V (—z)
—y) = (-x)

(VM)(3z € R)(|z| > M)

(3z € R)(YM)(|z| > M)

Consider the statement: “no pain, no gain”. We write it as a logic statement as “no pain” = "no gain”.

What is the contrapositive of this statement?

—“no gain” = - "“no pain”, or equivalently “gain” = “pain”
What is the converse of this statement?
no gain = no pain
What is the inverse of this statement?
= no gain == — no pain, equivenly pain = pain
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original statement if no pain, then no gain

contrapositive if no (no gain), then no (no pain)

converse if no gain, then no pain

inverse if no (no pain), then no (no gain)

30. True or false: =((—A)V B) V C'is equivalent to (AA (-B)) Vv C
True

31. True or false: =(3x : Pz A Qux) is equivalent to Vo : Pr — —(Qx)
True

32. True or false: =(Va : Pxr = Qu) is equivalent to 3z : Pz A —(Qx)
True

33. True or false: P = (Q = P) is a tautology
True

34. True or false: P = (Q = (R = P)) is a tautology
True

35. True or false: (P = Q) A P) = P is a tautology
True

36. Let m,n are integers and P(m,n) is “m =n+2". True or false: Ym3nP(m,n)
True

37. Let m,n are integers and P(m,n) is “m = 2n". True or false: Ym3InP(m,n)
False

38. True or false: VaVyP(z,y) is the same as YyVaP(x,y)
True

39. True or false: —((Vm)P(x)) = (3x) (—|P(5r))
True

40. True or false: —((EIm)—P(a:)) = (Vx) (P(sr))
True

41. Consider the statement “Let x,y be positive real numbers. If zy > 20 then x > 4 or y > 5".

42

e State the converse of the original statement
Let x,y be positive real numbers. If > 4 or y > 5 then zy > 20
e State the contrapositive of the original statement
Let x,y be positive real numbers. If z < 4 and y < 5 then zy < 20.

e Give a counter example of the converse
r=4,y=1

. Translate this into English: (Vz € R) (x #0 = JyeRzy=1

For any real number z, if x is not zero, then there exists a real number y such that the product xy equals to 1.
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1.3 Set
1. Consider three sets @, {0} {@} and {{}}, which pair of sets are equivalent?

2. E(z) : “xis even”, F(X) : “r is integer > 0", G(x) : “x is multiples of 5. Write down the elements inside the set
E(z)Nn F(x) N G(z).

S={xeN : 1<z <6} Write down all the element of S

S={reN:1<x<6}andT ={zrecN:|z? 62+ 1] <8}. What is the relationship between S and 77
S ={a,b}. Is {a,b} C 57

S ={a,{b},{a,b}}. Is {a,b} € S? Is {a,b} C S7

A=1{1,2,3,{1,2,3}}, B={1,2,{1,2}}.
Find AUB, ANB, A\ B and B\ A.
Explain why AN B does not equal to B\ A.

N o & w

8. If A={a,b,c}, find 2.
9. If A= {a,{b,c}}, find 2.
10. If A ={2,5,10,20}, find 2.
11. Is it true that A € 2° holds for any set A?
12. Is it true that A C 2 holds for any set A?
13. Is it true that {A} € 24 holds for any set A?
14. Is it true that {A} C 24 holds for any set A?
15. Let A={1,2,3,4} and S={(z,y) : v € A,y A, (2—2)(2+y) > 2(y —x)}. List all elements of S.
16. If A={0,1}, B = {1,2,3}, find A x B
17. If A= {0,1}, find A x N,
18. If A ={0,1}, can you describe what is the geometry of A x R ?
19. A={-1,1},B=1{0,1,2}. Is (—1,1) € Ax B? Is (0,1) € A x B?
20. If A={a,b},B={2,3}, C ={3,4}.

e Find A x (BUC)
e Find A x B and A x C), then find (A x B)U (A x C)
e Does Ax (BUC)=(Ax B)U(Ax C) here?
21. A={a,b,c,d}, B={a,c,g},C={c,g,m,n,p}.
Find ANB, ANC and (ANB)U(ANC).
Does (ANB)U(ANC) = An(BUC).

22. A=1{1,2,3},B=1{2,5,7},C = {2,3,6,7},D = {2,3}, E = {3}, F = {7,8}

e ENA="
e AUB =" o AAE =7
e ANF =7
e ANC =7 o AAC =7
" e A\ B=" ”
e (ANBNC)=E e DC24
) e D\ A=" )
2 o £ 5AuC
e D C AT « A\F = e FC2

23. Prove BC A= Bn A"

24. Prove (A\B)NB=0.

25. Prove the De Morgan's law (AU B)¢ = A°N B¢,
26. Prove Ax (BNC)=(AxB)n(BxC).

27. Is A C B equivalent to AN B = A?
If yes, prove it using Theorem (Set equivalences) in the notes. If no, give a counter example.
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28. Is A C B equivalent to AU B = B?
If yes, prove it using Theorem (Set equivalences) in the notes. If no, give a counter example.

29. Is A C B equivalent to B¢ C A°?
If yes, prove it using Theorem (Set equivalences) in the notes. If no, give a counter example.

30. Is 24 U 28 equivalent to 24Y5?
If yes, prove it using Theorem (Set equivalences) in the notes. If no, give a counter example.

31. Is (AC B) = (A C B) a tautology?
If yes, prove it. If no, give a counter example.

32. True or false: if a set S is a subset of &, then S must be the empty set.
33. True or false: AN(B\C)=(ANB)\(ANC)

34. True or false: AU (B\C)=(AUB)\ (AUC)

35. Picture: draw the Venn diagrams of AN B

36. Picture: draw the Venn diagrams of A\ B

37. Picture: draw the Venn diagrams of (AN C)U (BN C)

38. Picture: draw the Venn diagrams of (AN B) U (ANC)

39. Picture: find the equation for the Venn diagrams

a

40. Picture: find the equation for the Venn diagrams

41. Given A = {a,b,c} and B = {1, 2,3}, find
o A+ B where + is Minkowski sum, i.e., C = A+ B is defined as {a +b : a € A,b € B}
o A — B where + is Minkowski subtraction, i.e., C = A — B = A+ (—B) where —B is defined as {—b : b € B}
42. Given A ={1,3,5} and B = {2,4, 6}, find
o A+ B where + is Minkowski sum, i.e., C = A+ B is defined as {a+b : a € A,b € B}
e A — B where + is Minkowski subtraction, i.e., C = A — B = A+ (—B) where —B is defined as {—b : b€ B}
e B—A
e Does A-B=B—-A7
43. If A={1,3,5} and B = {2, 4,6}, find
* |4]
* |B]
o |A X B|
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o |[A+ B

44. Find the cardinality of the following sets

o A={{},{}}

e B={{},2}

o C={1L{11{1{1}}}
e D=N

e £ ={N}

o FF={N,{N}}

45. Let set kN be the set of all elements in N multiplied by a number k.

e Llet A=Nand B = (—1)N. Write down few elements of the sets. Which set has a bigger cardinality?
e Let A =N and B = 2N. Write down few elements of the sets. Which set has a bigger cardinality?

e Let A=Nand B = {N,2N}. Write down few elements of the sets. Which set has a bigger cardinality?
o Let A =N and B =NnN2N. Write down few elements of the sets. Which set has a bigger cardinality?
e Let A=N and B =NU2N. Write down few elements of the sets. Which set has a bigger cardinality?

e Let A =N and B = N + 2N where + is Minkowski sum. Write down few elements of the sets. Which set has a bigger
cardinality?

o Let A=Nand B = (2N) \ N. Write down few elements of the sets. Which set has a bigger cardinality?
o Let A=N and B = (2N) x N. Write down few elements of the sets. Which set has a bigger cardinality?
e Let A=Nand B = {n? : n € N}. Write down few elements of the sets. Which set has a bigger cardinality?
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1.4

1.

10.

11.

12.

13.

14.

Set solution

Consider three sets &, {0} {@} and {{}}, which pair of sets are equivalent?
Answer: within the first three, none of them are equivalent.

e & contains nothing but both {0} and {@} have one element. @ # {0} and @ # {@}
e {0} contains a number zero, {&} contains an the empty set. A number is not the empty set. {0} # {o}

For the last two, they are equivalent, since @ is just another notation of {}

. E(x) : “xis even", F(X) : “x is integer > 0", G(z) : “x is multiples of 5". Write down the elements inside the set

E(z)n F(x)NG(z).
{0, 10,20, 30, ...}

.S={xeN : 1<z<6}. Write down all the element of S

S =1{1,2,3,4,5,6}

. S={reN:1<zx<6}and T ={xcN:|z?—6x+1| <8}. What is the relationship between S and T?

T =1{1,2,4,5,6} C S

?
. S={a,b}. Is {a,b} C S? Yes because this is the same as S C S. Every set is subset of itself.

. S ={a,{b},{a,b}}. Is {a,b} € S? Yes. Is {a,b} C S? No because b ¢ S. Recall that if A C B then all elements in A has to

present in B

. A=1{1,2,3,{1,2,3}}, B={1,2,{1,2}}. Find AUB, AN B, A\ B and B\ A. Explain why AN B does not equal to B\ A.

AUB =1{1,2,3,{1,2},{1,2,3})}, AnB={1,2}, A\B={3,{1,2,3}}, B\A={{1,2}}.

AN B does not equal to B\ A because AN B has two distinct elements, while B\ A has one element.

. If A= {a,b,c}, find 24

®7
{a}, {0}, {c},
{a,b},{a,c},{b,c},
A

1f A= {a,{b,c}}, find 22

9,
{a}, {b,c},
A

If A={2,5,10,20}, find 24.

®7
{2}, {5}, {10}, {20},
{2,5},{2,10}, {2,20}, {5, 10}, {5, 20}, {10, 20},
{2,5,10},{2,5,20}, {2, 10,20}, {5, 10, 20},
A

Is it true that A € 24 holds for any set A?
Yes by definition.

Is it true that A C 24 holds for any set A?

The answer is No

Recall the definition of subset: a set X is a subset of Y/, if every element = in X, also appear in Y.
We now give an example. Let A = {{1}}. Then 2 = {@, {{1}}}. Then we see that {1} ¢ 24.

If you do not understand: Let A = {{1}}. Now write {1} = a, we have A = {a}. The power set 2 = {@, A} = {@, {a}}.
Now you see that a € A but a ¢ 2. Do not confuse a and {a}, they are different things.

Is it true that {A} € 2 holds for any set A?
No. Explanation in the last question: a and {a} are different things.

Is it true that {A} C 2 holds for any set A?
Yes
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15. Let A=1{1,2,3,4} and S ={(z,y) : € A, ye A, (2—x)(2+y) > 2(y — x)}. List all elements of S.
First we simplify the set S. The expression (2 — z)(2 + y) > 2(y — z) is the same as zy < 4. Hence

(z,y) <4? €87
1*1=1 vyes yes
1x2=2 yes yes
1x3=3 vyes yes

1x4=14 no no
2x1=2 vyes yes
2%x2=4 no no
2x3=06 no no
2x4 =28 no no
3¥1=2 yes yes
3x2=6 no no

3x3=9 no no
3x4=12 no no
4x1=4 no no
4%x2=28 no no
4x3 =12 no no
4%x4=16 no no

5 = {(1,1), (1,2), (1,3), (2,1), (3,1)}

16. If A={0,1},B = {1,2,3}, find A x B
AxB= {(0, 1),(0,2), (0,3), (1,1), (1,2), (1,3)}

17. If A={0,1}, find A x N.

18. If A ={0,1}, can you describe what is the geometry of A x R,?

A xRy = two parallel lines: the nonnegative x-axis and the one shifted one unit up

19. A={-1,1},B=1{0,1,2}. Is (~1,1) € Ax B? Is (0,1) € A x B?
(=1,1) € Ax B because —1€ A, 1B
(0,1) ¢ A x B because 0 ¢ A (and then we don't need to check is 1 € B)
20. If A= {a,b}, B ={2,3}, C = {3,4}.

e Find Ax (BUC)
e Find A x B and A x C), then find (A x B)U (A x C)
e Does A x (BUC) = (Ax B)U (A xC) here?

BUC = {2,3,4}

Ax(BuC) = {(a,2),(a,3),(a,4),(b,2),(b,3),(b,4)}
AxB = {(a,2),(a,3),(b,2),(b,3)}
AxC = {(0’53)7(a’4)7(bv3)v(b74)}
)

(AxB)UAxC) = Ax(BuUC

21 A: {a7b)c7d}?B: {a7c7g}70: {C,g,m,n,p}.
Find ANB, ANC and (ANB)U(ANC).

Does (ANB)U(ANC) = AN (BUO).
ANB={a,c}, AnC={c}, (ANB)UANC)={a,c} =AN(BUC)

22. A={1,2,3},B={2,5,7},C = {2,3,6,7},D = {2,3},E = {3}, F = {7,8}

e AUB =? {1,2,3,5,7}
e ANC =2 {2,3}

¢« (ANBNC)=E ANBNC={2}#E
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23.

24,

25.

26.

27.

28.

29.

30.

31. Is

32.

« DCA?

e ENA="
e ANF =7
e A\ B=?
e D\A="
e A\F ="
e AAE =7
o AANC =7

?
Dc24

.Fé2AUC
Prove BC A= Bn A°.
BCA = {IE
Prove (A\ B)NB = @.

(A\B)NB = {z :

cxe€B ANa¢A} = {z:z€B ANze€A} = BNA°

€(A\B) NzeB} = {z:2cAANx¢BANxeEB} =

since by the law of excluded middle, there is no element z satisfying both « ¢ B and = € B.

Prove the De Morgan's law (AU B)¢ = A° N B°.

(AUB)® = {z : 2 ¢ (A U B)}

Prove Ax (BNC)=(AxB)n(BxC).

Ax (BNC)

Is A C B equivalent to AN B = A?
Yes. Proof: Let C' = B\ A.
ANB

Is A C B equivalent to AU B = B?
Yes. Proof:

commutative
AUB =

Is A C B equivalent to B¢ C A°?

{x

/—’H

tx €A N yEBﬂC}

cx €A NyYeEB A yGC}

{(ch : EAXB/\(x,y)EAXC'}
AxB)N(BxC(C)
AN(AUCQC) B = AU C by definition
(AN A)U(ANC) | distribution law
AUANQC) idempotent law
AUo by definition of C'

A

identity laws

BUA by Iastéuestion BU (A n B) absorpt:ion law

Yes. By A C B is equivalent to AN B = A, we prove AN B = A is equivalent to B¢ C A°.

ANB
ANB
A°U B¢
BeU A°

From the last question: X UY =Y is equivalent to X C Y, hence B°U A°

Is 24 U 28 equivalent to 24YB?
No. A — {1}, B — {2}.

(AC B) = (A C B) a tautology?
Yes

A

AC
AC
AC

apply complement on the whole expression
De Morgan's laws
commutative

True or false: if a set S is a subset of &, then S must be the empty set.

True

2 ¢ AANz¢BY = {z:2cA AxeBY

= A€ gives B¢ C A°.

= A°NnB°
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33. Trueor false: AN(B\C)=(ANB)\(ANC)
True

34. True or false: AU(B\C)=(AUB)\ (AUCQC)
False. Take C' = @, A= B = {1}

35. Picture: draw the Venn diagrams of AN B
U

36. Picture: draw the Venn diagrams of A\ B
U

A

37. Picture: draw the Venn diagrams of (AN C)U (BN C)

38. Picture: draw the Venn diagrams of (AN B)U (ANC)

39. Picture: find the equation for the Venn diagrams



AICE1004 MadBookPro by Andersen Ang — 17

a

ANBNC

40. Picture: find the equation for the Venn diagrams

(AUC)\(ANB)U(ANBNC) = (ANB)UC

41. Given A = {a,b,c} and B = {1, 2,3}, find

o A+ B where + is Minkowski sum, i.e.,

C=A+Bisdefinedas {a+b : a € A be B}

A+B= {a+1,a+2,a+3,b+1,b+2,b+3,c+ 1,c+2,c+3}

e A — B where + is Minkowski subtraction, i.e., C = A — B = A+ (—B) where —B is defined as {-b : b€ B}

A—B:{a—1,a—2,a—3,b—1,b—2,b+3,c—1,c—2,c—3}

42. Given A ={1,3,5} and B = {2,4,6}, find

e A+ B where + is Minkowski sum, i.e.,

A+ B

C=A+Bisdefinedas {a+b : a € A be B}

1+2,1+4,1+6,3+2,3+4,3+6,5+2,5+4,5+6}
3,5,77577,9,7,9711}
3,5,7,9,11}

o A — B where + is Minkowski subtraction, i.e., C = A — B = A+ (—B) where —B is defined as {—b : b € B}

A-B

e B—A

e A—B#B-A
43. If A={1,3,5} and B = {2,4,6}, find

o |A| = 3 because A has 3 elements
e |B| = 3 because A has 3 elements

e |A x B| =9 because it has 9 elements

1—2,1—4,1—6,3—2,3—4,3—6,5—275—475—6}
—1,—3,—5,1,—1,—3,3,1,—1}
—5,—3,—1,1,3}

B—A:{—37—1,1,3,5}
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o [A+B|=1{3,5,7,9,11}| =5

44. Find the cardinality of the following sets

o A={{}{}}
|A| = 1. Set does not consider repeated elements. The two {} are the same, so A contains one element, thus |[A| = 1.
e B={{},2}

|B| =1. {} and @ are the same thing, just different symbols. Hence B = A.

C= {1a {1}a {L {1}}}
|C| = 3 because 1 # {1} # {1,{1}}, they are three different things.

e D=N
— worst answer: oo
— better answer: countable infinite or R,
e £ ={N}
|E| = 1. The set E contains one element, that is the set N, here N is a set, but it is an element inside E.
e '={N,{N}}
|F| = 2.

45. Let set kN be the set of all elements in N multiplied by a number k.

o Let A=Nand B = (—1)N. Write down few elements of the sets. Which set has a bigger cardinality?

A = {1,2,3,..}

B = {-1,-2,-3.})
Al = N
|IB] = Ro

The two sets have the same cardinality, which is countable infinite.

e Let A =N and B = 2N. Write down few elements of the sets. Which set has a bigger cardinality?

A = {1,2,3,..}

B = {246}
Al = N
|IB] = g

The two sets have the same cardinality, which is countable infinite.
e Let A =N and B = {N,2N}. Write down few elements of the sets. Which set has a bigger cardinality?

A = {1,2,3,.)
B = {N,2N}
Al = N

Bl = 2

A has bigger cardinality.

Note: N and 2N are different. Recall that two sets are equal if they have the same elements. 2N only has even number, it
does not have 1,3,5,... so 2N is different from N

e Let A=N and B =NnN2N. Write down few elements of the sets. Which set has a bigger cardinality?

A = {1,2,3,..}

B = NN2N=2N={2,46,..}
Al = N
1Bl = N

The two sets have the same cardinality, which is countable infinite.
o Let A=N and B = NU2N. Write down few elements of the sets. Which set has a bigger cardinality?

A = {1,2,3,..}

B = NU2N=N=4
Al = N
|B] = g

The two sets have the same cardinality, which is countable infinite.



AICE1004 MadBookPro by Andersen Ang — 19

e Let A =N and B = N+ 2N where + is Minkowski sum. Write down few elements of the sets. Which set has a bigger
cardinality?

A = {1,2,3,..}

B = {n+2m : neN;me N} =/{all odd and even numbers greater than or equal to 3}
Al = N
|B] = Xg because B is bijective to N

The two sets have the same cardinality, which is countable infinite.
o Let A=Nand B = (2N)\ N. Write down few elements of the sets. Which set has a bigger cardinality?

A = {1,2,3,..)

B = {2,46,.3\{1,2,3,4,..} =&
Al = N

Bl = 0

A has bigger cardinality, , which is countable infinite.

e Let A=N and B = (2N) x N. Write down few elements of the sets. Which set has a bigger cardinality?

A = {1,2,3,..}
B = {(@2n,m) : neN,meN}
Al = R
|B| = Xg by diagonal proof (see lecture notes)

The two sets have the same cardinality, which is countable infinite.

e Let A=Nand B = {n? : n € N}. Write down few elements of the sets. Which set has a bigger cardinality?

A = {1,2,3,..}

B = {1,4,9,.}

Al = Ro

|B| = Ny because B is bijective to N

The two sets have the same cardinality, which is countable infinite.
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1.5 Relation
1. Let A=1{1,2,3,4} and B = {1,3,5}. Let R be a relation < from A to B. List all the ordered pairs of R
2. Let aset A={1,2,3} and a relation R = {(1,1),(2,3),(3,2)} on A x A.

e What is the domain of R?
What is the range of R?
What is the inverse R~1?

Is R reflexive?

e Is R symmetric?

Is R transitive?

3. Let A =N and relation R defined by
R = {(Z‘,y) Y € N,JTS _y3 = 1}

Is R reflexive?
e Is R symmetric?

Is R transitive?

Is R an equivalence relation?

4. Let A =N and relation R defined by
R={(z,y) : z,y €N |z =[y[}.

Is R reflexive?

Is R symmetric?

Is R transitive?

Is R an equivalence relation? If yes, list the equivalence classes.

5. Let A =N and relation R defined by
R={(z,y) : =,y € N,z +2y=12}.

List every member of R.
What is the domain of R?
What is the range of R?
What is the inverse R~1?

6. Let A={1,2,3,...,5}. The relation R is defined as follows: aRb if 3 divides a — b.

e List every member of R.

e What property of R satisfies?
7. Is < on N an equivalence relation?
8. Let A =N. A relation R on A is defined as follows: for any 2 € N and y € N, we have xRy if x is a factor of y.

Is R reflexive?

Is R transitive?

Is R symmetric?

Is R an equivalence relation?
9. Let A =N. A relation R on A is defined as follows: for any z € N and y € N, we have xRy if x — y is divisible by 12.

Is R reflexive?

Is R transitive?

Is R symmetric?

Is R an equivalence relation?

10. Let A =1{1,2,...,,24}. Consider three subsets of A as

X ={3,6,9,...,24}
o YV ={1,4,7,..22}
Z=1{2,5,8,...,23}

Show that X,Y, Z is a partition of A.
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11.

12.

13.

14.
15.

16.

17.

18.
19.

20.

21.

22.

o If XY, Z are equivalence classes of A, what is the equivalence relation which yields this partition?
Let A =N x N, the set of ordered pairs of positive integers (including zero). Let ~ be the relation in A defined by
(a,b) = (¢,d) ifandonlyif a+d=0b+c.
Find the equivalence class of (2,5), that is, find [(2,5)].

Assume a # b in a set A with a equivalence relation R.
True or false: if [a] N [b] # @, then [a] = [b]

Assume R is a non-empty relation in a set A.
True or false: R is symmetric, then R~ is symmetric.

True or false: if a set S that is partially ordered, then S must be not totally ordered

Let A= {1,2,3,4}, B ={1,3,5} and a relation < from A to B as {(1,3),(1,5), (2,3),(2,5), (3,5), (4,5)}. Find the composition
RoR™.

Consider the set N x N. A relation ~ in N x N is defined by
(a,b) ~ (¢,d) <= ad=bc.

e Prove that ~ is an equivalence relation.
e What is the equivalence class [(1,1)]?
o Does [(1,1)] = [(2,2))?
Let R, S, T be three relations on {1,2,3} x {1,2,3}, defined by
(a,b)R(c,d) if a=c
(a,b)S(e,d) if b<d
(a,0)T(c,d) if a=candb<d

Then

Is R anti-symmetric?

Is S symmetric?

Is S anti-symmetric?

e Is T symmetric?
Let f(x) be a function satisfying the relation f(x + 1) = f(x) + f(1). Given f(2) =1, find f(4).
Let X = {1,2,3,4}. State whether or not each of the following relations is a function from X into X.
(@) f={23).0.9.21).62),49)}
(b) g ={(3.1).(4,2),(1.1)}
(€) h={(2.1),(3,4),(1,49),2,1), (4,9}

Let X ={1,2,3,4,5} and

f= {(LS)? (275)v (3’3>7 (47 1)7 (572)}a 9= {(174)’ (2a 1)7 (3’ 1)a (472)v (5a3)}
Findgo fand fog

Let Z be the set of integers. Consider the equivalence relation R on Z defined by z Ry if x —y = 2k for some k € Z. How many
equivalence classes are in the quotient Z/R? List these equivalence classes.

ock arithmetic) Let e the set of Iintegers 10,1,2,35,...;. Consider the equivalence relation on efined by xRy |
Clock arithmetic) Let N be th fi 0,1,2,3 Consider th ival lation R N defined by xRy if
x =y (mod12). How many equivalence classes are in the quotient N/R? List these equivalence classes.
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1.6 Relation solution

1. Let A=1{1,2,3,4} and B = {1,3,5}. Let R be a relation < from A to B. List all the ordered pairs of R

R = {(17 3)’ (17 5)7 (273)7 (27 5)» (37 5)7 (47 5)}

2. Let aset A={1,2,3} and a relation R = {(1,1),(2,3),(3,2)} on A x A.

e What is the domain of R?
e What is the range of R?
What is the inverse R~1?

Is R reflexive?

e Is R symmetric?

e Is R transitive?

3. Let A =N and relation R defined by

domR =1{1,2,3} =R

rangeR = {1,2,3} = R

R'=R

no because 2 € A but (2,2) ¢ A

yes because R"' = R

no because (3,2) € R,(2,3) € R but (3,3) ¢ R

R={(z,y) : z,y e N,2® —y* =1}

Is R reflexive?

e Is R symmetric?

No. 13 —13 #£1
No. 13— 03 =1but 03— 13 #£1

e Is R transitive? No. 1> —0% =1and 0° — (=1)* =1 but 1 — (—1)® # 1
e Is R an equivalence relation? No
4. Let A =N and relation R defined by
R={(z,y) : z,yeN [z =[y[}
o Is R reflexive? Yes, |a| = |a| for all a

Is R symmetric?

Is R transitive?

Is R an equivalence relation? If yes, list the equivalence classes.

5. Let A =N and relation R defined by

Yes, |a| = |b| then |b] = |a]
Yes, |a| = |b| and |b| = |¢| then |a| = |¢|

Yes. {{0},{1,_1},{2,_2},“.}

R={(z,y) : 2,y € N,z +2y=12}.

List every member of R.

e What is the domain of R?
e What is the range of R?

What is the inverse R~1?

R= {(2,5), (4,4), (6,3), (8,2), (10, 1)}
(2,4,6,8,10}
(1,2,3,4,5)

Ril = {(57 2)7 (4a 4)7 (37 6)v (278)7 (1’ 10)}

6. Let A={1,2,3,...,5}. The relation R is defined as follows: aRb if 3 divides a — b.

List every member of R.

What property of R satisfies?

{(1,1), (1,4), (2,2), (2,5), (3,3), (4,1), (4,4), (5,2), (5,5)}

R is reflexive

e R is symmetric

e R is transitive
R is an equivalence relation

7. Is < on N an equivalence relation?
No. It is not reflexive: a < a is not true.

8. Let A =N. A relation R on A is defined as follows: for any z € N and y € N, we have xRy if x is a factor of y.

e Is R reflexive?
e |s R transitive?
e Is R symmetric?

e Is R an equivalence relation?

yes, all integers are factor of themselves
yes
no

no

9. Let A =N. A relation R on A is defined as follows: for any z € N and y € N, we have xRy if z — y is divisible by 12.
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10.

11.

12.

13.

14.

15.

16.

o Is R reflexive? yes
e Is R transitive? yes
e Is R symmetric? yes
e Is R an equivalence relation? yes
Let A={1,2,...,24}. Consider three subsets of A as
o X ={3,6,9,...,24}
o Y =1{1,4,7,..22}
o 7=1{2,538,..23}
e Show that X,Y, 7 is a partition of A.
XNY =9, XNZ=9, YNZ=92, XUYUZ=A.
o If XY, Z are equivalence classes of A, what is the equivalence relation which yields this partition?
R = {"has the same remainder when divided by 3 as" }
Let A =N x N, the set of ordered pairs of positive integers (including zero). Let ~ be the relation in A defined by
(a,b) ~ (¢,d) ifandonlyif a+d=b+c.
Find the equivalence class of (2,5), that is, find [(2,5)].
(2,5)] = {(1,9), (2,5), (3,6), (4,7);cs(n,n+3), ..}
Assume a # b in a set A with a equivalence relation R.
True or false: if [a] N [b] # &, then [a] = [b]
True.
Explanation: [a] N [b] # @ means that there is an element e that e € [a] and e € [b]. Then we have [e] = [a] and [e] = [b] by

the uniqueness of relation. Lastly, by transitivity of equivalence relation, [a] = [b].

Assume R is a non-empty relation in a set A.
True or false: R is symmetric, then R™! is symmetric.
True

True or false: if a set S that is partially ordered, then S must be not totally ordered
false

Let A ={1,2,3,4}, B ={1,3,5} and a relation < from A to B as {(1,3), (1,5), (2,3),(2,5),(3,5),(4,5)}. Find the composition

RoR %
First R™' = {(3,1),(5,1),(3,2),(5,2),(5,3), (5,4)}.
To find Ro R™!, draw the diagram (draw R™" first)

Ril oR= {(373)7 (3a 5)7 (57 S)a (57 5)}

Consider the set N x N. A relation ~ in N x N is defined by
(a,b) ~ (¢,d) <= ad=bc
Prove that ~ is an equivalence relation.

e For all (a,b) € N x N we have ab = ba hence (a,b) ~ (a,b) and therefore ~ is reflexive.

e For all (a,b) ~ (¢,d), we have ad = bc which implies ¢b = da and therefore (¢, d) ~ (a,b). Thus ~ is symmetric.
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17.

18.

19.

20.

21.

e To prove transitive, consider (a,b) ~ (¢,d) and (¢,d) ~ (e, f). Then ad = be and ¢f = de. Thus

(ad)(cf) = (be)(de).
Cancelling from both sides, we get af = be and so (a,b) ~ (e, f), and thus ~ is transitive.

~ is reflective, symmetric and transitive, so it is an equivalence relation.

[(1,1)] = {(z,2) |z e N} = {(1,1),(2,2),(3,3), ...}

[(1, D] = [(2,2)]
Let R, S,T be three relations on {1,2,3} x {1,2,3}, defined by
(a,b)R(c,d) if a=c

(a,b)S(c,d) if b<d
(a,0)T(¢,d) if a=candb<d

Then
e Is R anti-symmetric? no: (1,1)R(1,2) and (1,2)R(1,1) but (1,1) # (1,2)
o Is S symmetric? no: (1,1)8(1,2) and (1,2)%(1,1)
e Is S anti-symmetric? no: (1,1)S(2,1) and (2,1)S5(1,1) but (1,1) # (2,1)
e Is T symmetric? no: (1,1)T(1,2) and (1,2)7(1,1)
Let f(x) be a function satisfying the relation f(x 4+ 1) = f(x) + f(1). Given f(2) =1, find f(4).
F2) = i) =1 = f1)=05
fB3) = f2Q+f1)=1+4+05=15
f4) = fB)+f(1)=15+05=2
Let X ={1,2,3,4}. State whether or not each of the following relations is a function from X into X.
(a) f= {(2,3), (1,4), (2.1), (3,2), (4,4)} No, (2,3),(2,1) means 2 € X is mapped twice
(b) 9= {(Sa 1), (4,2), (1, 1)} No, 2 € X is not mapped
(c) h= {(2, 1),(3,4),(1,4),(2,1), (4,4)} Yes, even (2,1) = (2,1) so (2,1) only appeared once

Let X ={1,2,3,4,5} and

f= {(173)7 (275)7 (373)7 (47 1)> (572)}7 9= {(174)v (2a 1)7 (37 1)’ (472)7 (5’3)}

Find go fand fog

gof=g(f) ={(1L1,23).6.1,40,6:0},  fog=Flg)={(1.1).(23).(3.3).45),(53)}.

Let Z be the set of integers. Consider the equivalence relation R on Z defined by z Ry if x —y = 2k for some k € Z. How many
equivalence classes are in the quotient Z/R? List these equivalence classes.

Solution {ny if © —y = 2k for some k € Z} means = and y are related if their difference is an even number. Since the
domain of R is Z, we can say that {:JcRy if  —y = 2k for some k € Z} means two integers x and y are related if their difference
is an even number.

Now the relation R partitions the set of integers into two equivalence classes:

e class 1: the set of all even integers {...,—4,-2,0,2,4, ...}
e class 2: the set of all odd integers {...,—3,-1,1,3,...}

Each integer either falls into the category of being even or odd, and no integer can be both. Therefore, the quotient set Z/R
has exactly two equivalence classes
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22. (Clock arithmetic) Let N be the set of integers {0,1,2,3,...}. Consider the equivalence relation R on N defined by zRy if
x =y (mod12). How many equivalence classes are in the quotient N/R? List these equivalence classes.
Solution This question is on clock arithmetic. We will call “1 o'clock”, “13 o’clock” and “25 o'clock” all the same because
1 = 13 (mod12) and 1 = 25 (mod12), where x = y (mod12) means x and y have the same remainder if divided by 12. The
relation R partitions the set N into 12 equivalence classes

class1 {0,12,24,...}
class 2 {1,13,25,...}

class 12 {11,23,37,...}

Thus the cardinality of N/R is 12.
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1.7 (Extra) Advanced Set theory topics

Set theory is everywhere in mathematics. Here are some advanced topics on set theory from other branches of mathematics. The
questions here serve two purposes: 1) they can be used as set theory problem, 2) they show you what are the “advanced topics” in
mathematics look like.

1. Point-set Topology (The foundation of geometry)
Given a finite set X. A topology on X, denoted by 7, is a subset of 2% such that the following three conditions hold
(a) @ and X belong to T
(b) The union of any subsets in T belongs to T
(c) The intersection of any subsets in T belongs to T

Here is an example. Let X = {z,y, z} be a set with three elements.

Then 2% = {@, {a}, {y}, {2}, {=,y}, {2, 2}, {y, 2}, X}.
Suppose T = {2, {z}, X}. Then T is a topology on X. We prove this by showing T fulfil the three conditions

(a) T contains @ and X
(b) First gU{a}={z} €T, thenguUX =X e T, lastly {z}UX =X €T
(c) Firston{z}=2eT, thengUX=g€cT,lastly {z}NX={z}eT

Exercise 1

(1.1) Is T ={@,{z},{z,y}, X} a topology on X7 If yes, prove it. If no, which condition(s) is(are) violated?

(1.2) Is T ={2,{x},{y, 2}, X} a topology on X? If yes, prove it. If no, which condition(s) is(are) violated?

(1.3) Is T ={@,{z},{z,y},{y, 2}, X} a topology on X7? If yes, prove it. If no, which condition(s) is(are) violated?
(1.4) Try, as many as possible, give all the topology 7 on X

Exercise 2

(2.1) Let X = {a,b}. List all possible topology 7 on X. Hints: there are four of them.
(2.2) Let X = {a,b,c,d}. Show that T = {@,{a},{b,c},{a,b,c},{a,d}, X} is a topology on X.

2. o—algebra (The foundation of probability)
Given a finite set X. A o—algebra on X, denoted by 3, is a subset of 2% such that the following three conditions hold
(a) X isin X
(b) For anyset Ain X, sois X \ A
(c) For any sets Ay, Ay, ...in X, s0is A1 UAs U ...
Here is an example. Let X = {a,b,c,d} be a set with four elements. Suppose ¥ = {@, {a,b},{c,d}, X}. Then X is a o-algebra
on X. We prove this by showing X fulfil the three conditions
(a) X contains X by the definition of X
(b) First X\ @ =X €3, then X \ {a,b} = {c,d} € %, also X \ {¢,d} ={a,b} € I, lastly X \ X =@ € %.
(c) We do it case by case
e union of @ with any element in X is in X
e union of {a,b} with any element in X is in 3

o union of {c,d} with any element in ¥ is in X
e union of X with any element in ¥ isin X

Exercises
(1.2) Let X = {a,b,c}. Is X = {@,{a}, {b},{b,c}, X} a o-algebra on X7? If yes, prove it. If no, which condition(s) is(are)
violated?
(1.1) Let X = {a,b,c}. Is ¥ = {2, {a},{b,c}, X} a o-algebra on X7 If yes, prove it. If no, which condition(s) is(are)
violated?

(1.3) Let X = {a,b,c}. Is X ={@,{a}, {b},{a,c},{b,c}, X} a o-algebra on X7? If yes, prove it. If no, which condition(s)
is(are) violated?
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3. Filter (The foundation of order theory)
Given a finite nonempty set X. A filter on X, denoted by F, is a subset of 2% such that the following three conditions hold
(a) XeFando ¢ F
(b) For any set Ain F that AC B C X, we have B¢ F
(c) Foranyset A€ F and B€ F, we have ANB € F
Here is an example. Let X = {a,b,c} be a set with three elements. Suppose F' = {{a,b}, X}. Then F is a filter on X. We
prove this by showing F' fulfil the three conditions
(a) By the definition of F', we have F' contains X and F not containing &
(b) First {a,b} € F and {a,b} C X, we have {a,b} C X € F. Next X € F, we have X C X € F.
(c) From {a,b} € F and X € F, we have {a,b} N X = {a,b} € F
Exercises
(1.1) Let X = {a,b,c}. Is F = {{a},{a,b},{a,c}, X} a filter on X? If yes, prove it. If no, which condition(s) is(are)
violated?
(1.2) Let X = {a,b,c}. Given an example of a filter F' on X.
(1.3) Let X = {a,b,c}. Given an example of not a filter F' on X.
(1.4) Let X = {a,b}. Show all possible filters on X.

4. Group (The foundation of algebra)
Given a non-empty set G and an binary operation *. If the following four conditions are true, then the ordered pair (G, %) is
called a group.

(a) (Closure) For all a,bin G, we have axb € G

(b) (Associative) For all a,b,c in G, we have ax (b*c) = (a*b) xc

(c) (Identity) There is an element e € G such that axe =exa =a forall a in G
(d) (Inverse) For all a in G, there is an element b € G such that axb=b*xa =e.

Here is an example. Let X = Z the set of all integer and the operation x is the addition +. Then (Z, +) is a group. We prove
this by showing (Z, +) fulfil the four conditions

(a) (Closure) Addition of any two integers a,b, we have a + b being also an integer.

(

b) (
(c) (ldentity) There is an element 0 € Z such that a + 0 = 0+ a = a for all integer a.
(d) (

Here are two examples of not a group.

Associative) For all integers a,b,c, we have a + (b+¢) = (a +b) + c.

Inverse) For all integer a in G, there is an integer b such that a + b =b+ a = 0. Actually we write b = —a.

(a) (Z,—) is not a group. It violates the associativity. For example 3—(2—-1)=2#(3—-2)—-1=0.
(b) (R, x) is not a group. First we can see that 1 is the identity: a x 1 =1 x a = a for all a € R. Now, for 0 € R, there is no
beRsuchthat 0 xb=0bx0=1.

Exercises

(1.1) Consider the set C. Is (C, +) a group?

(1.2) Consider the set R\ {0}. Is (R\ {0}, x) a group?

(1.3) Let X ={1,2,3,4,6,12}. Let gcd(a,b) denotes the greatest common divisor of a and b. Is (X, ged) a group?
(1.4) Let X be all 2-by-2 matrix that is invertible. Let - denotes matrix multiplication. Is (X, ) a group?

5. Matroid (The foundation of graph theory)
Given a finite nonempty set G' (called ground set) and a set I C 2¢, the ordered pair (G, I) is a matroid if
(a) el
(b) Foreach BC ACG,if AcIthen Bel

(c) If A, B are two independent sets (i.e., AN B = &) and |A| > |B| (i.e., A has more elements than B), then there exists
x € AN B such that BU{z} isin I
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1.8 Proofs
1. (A taste of algebraic number theory) Prove v2 +v/6 < V15

2. Prove by contraction, that there is no integers a and b that 18a + 6b = 1.

. . - 4
3. Prove by contraction, that x is real and positive, then z + — > 4
x

b
4. (AM-GM inequality) Prove by contraction, that if a, b are positive and real, then a—2|— > Vab

5. Prove by contraction, that for all real 6, sinf + cos 6 < V2

6. (Archimedean property) Prove that there is no “the largest rational number”.
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1.9 Proofs solution

1. (A taste of algebraic number theory) Prove v2 + v/6 < V/15.
To prove a < b we can consider proving a® < b?.
Why: ()% removes v
But note that to use a < b <= a? < b* we need to make sure a,b > 0

We have that since v'2 > v/0 and V6 > V0 so V2 + V6 > 0
Now by high-school math (a 4 b)? = a® + 2ab + b?, we have

prove\f2+\/é<\/15 <= prove 2+2vV12+6 <15
<= prove 2V 12 <7
< prove (2V12)% < 7

<= prove 4-12 <49
So now we write everything backward and pretend we are math genius

48 < 49 4-12 < 49

2/12 < 7
2+2V124+6 < 15

V2 22 64+V6 < 15
(V2+V6)2 <15
V2+v6 < V15

1rreee

Lesson learned: square up a few times to eliminate the square roots.

2. Prove by contraction, that there is no integers a and b that 18a + 6b = 1.
The statement is Va,b € Z,18a + 6b # 1. The negation of this statement is Ja,b € Z,18a + 6b = 1.
For contradiction, suppose there are integers a, b that 18a + 6b = 1.
Now we need to create a contradiction: divide 18a 4+ 6b = 1 by 6 gives

1
b= - 1
3a + ) (1)

Here is the contradiction, because a,b are integers, so 3a + b is also an integer, but the equality (1) is saying that “an integer
equals to an non-integer”, so the assumption is false, the negation of the assumption is true, which is what we want to prove.

4
3. Prove by contraction, that x is real and positive, then z + — > 4
x
4 4
The statement is Vo > 0,2 + — > 4. The negation of this statement is 3 > 0,z + — < 4.
x x

4
r+ — <4 < 2?44 < 4z by multiplying both side by z. We can do so because z > 0 and multiplication by a positive
x

number does not change the sign of the inequality.

Now rearrange 2 + 4 < 4z give 2° —4r +4 <0 < (v —2)? <0.

Contradiction: only imaginary number have squares smaller than zero, so z — 2 must be imaginary, but we assumed z is real (so
x — 2 is also real). So the assumption is false, the negation of the assumption is true, which is what we want to prove.

b
4. (AM-GM inequality) Prove by contraction, that if a, b are positive and real, then @t > Vab

2
b b
The statement is Va,b > 0, % > Vab. The negation of this statement is Ja,b > 0, a—2|— < Vab.
b
Since a,b > 0so 0 < % < Vab and if we take square on both side we do not change the inequality sign. Now squaring both
(a+0b)

<ab <= (a+0b)? <dab <= a®+2ab+b* <4dab <= a®> —2ab+b* <0 <= (a—b)* <0.

Contradiction: only imaginary number have squares smaller than zero, so a — b must be imaginary, but we assumed a,b are
positive real. So the assumption is false, the negation of the assumption is true, which is what we want to prove.

sides gives 0 <

5. Prove by contraction, that for all real 6, sinf + cosf < V2
The statement is V0 € R, sin 6 + cos§ < v/2. The negation of this statement is 30 € R, sin 6 + cos 6 > /2.
Squaring both sides (sin 6 + cos#)? > 2 <= sin? 6 + cos? § +2sinfcosd > 2 <= sin26 > 1.

1 sin 26
sine of whatever angle can never be larger than 1, so contradiction.

6. (Archimedean property) Prove that there is no “the largest rational number".
Solution in lecture notes.
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1.10 Mathematical induction

1.

10.

11.

12.

13.
14.
15.
16.
17.
18.

19.

20.
21.
22.
23.

24,

25.

26.

n
. Let n € N, prove Zi2 =

n
. Let n € N, prove Zi?’ =

. Let n € N, prove E 7( =
1
i=1

. Let n € N, prove Z (
i=1

- 1 2
Let n € N, prove Zil = §(n2 + in)
i=1

e 3es2)

w|

i=1

4 6
(n4 + in?’ + 8”2)

PN

i=1

- 1 5 10 5
Let n € N, prove Zi4 = 7(n5 + ot 4+ R+ 0n? - —n
i=1

5 2 6

(If you are interested to know more, google “Faulhaber’s formula™)

. Let n € N, proveZi-i!:(n—f—l)!—l.

i=1

. Let n € Nand n > 2, prove (n + 1)! > 2",

1 n

i+1) n+1

1 _n
2i—1)(2i+1) 2n+1°

1+ 2 1

n
. Letn €N, provezizl
i=1

i(i+1)(2) (n41)27

"1
Let n € Nand n > 2, proveZ\T > /n.
i—1 V1

i —1 1
Let n € N, prove — <
P 1;[1 2 Von +1

Let n € N, prove 2™ — 1 is divisible by = — 1.

1 4 6
13+23+~~~+n3:Z(n4+§n3+6n2

175 5 10 4 5

144194 4. 4:7<a O 4, U 3 O

+ 27+ +n 5 +2n+6n 30

1- 114221+ +n-nl=mn+1)!-1

L, 11 . n
1-2 2.3 nin+1) n+1
1 n n " 1 _n
1-3  3-5 (2n—1)(2n+1) 2n+1
4 n+2 1
e - = ==
~2~2+2~3~22+ +n(n+1)2" (n+1)2n
1 1 1
—+—=+ -+ —=>Vn
1 2 vn Vi

Hint: a polynomial p(x) is divisible by a polynomial ¢(z) if there is a polynomial r(z) such that p(z) can be written as g(z)r(x).

Let n € N, prove n® + 2n is divisible by 3.

Let n € N, prove 17n® + 103n is divisible by 6.

Let n € N, prove 52" + 2271 is divisible by 7.
Let n € N that is odd, prove 2" + 1 is divisible by 3.

Let n € N that is odd, prove n® — 1 is divisible by 8.

Let n € N that is odd, prove n* — 1 is divisible by 16.

1— pntl

Let n € N and 1, i —
etn and r # provle T

=0

Let n € N, prove S(n) =14+3+5+---+ (2n — 1) = n?. That is, the sum of the first n odd numbers is n>.

2

Let n € N, prove the sum S(n) =8 + 13+ 18 + 23 + - - - + (3 + 5n) has a closed-form formula 2.5n* + 5.5n.

Let n e Nand 1+ 2 > 0, prove (14 2)" > 1 + nz.

Let n € N and n > 2, prove n? +4n < 4™,
1

Let n € N 1+1+ + +1<1
e rove — + — 4+ -+ +— < 1.
A on

Let n € N, prove \/1+\/2+\/3+---+\/ﬁ<3.

Let n € N that is larger than 4 (4 included), prove n! > 2.



AICE1004 MadBookPro by Andersen Ang — 31

27.

28.

29.
30.

31

. . = 1 n+1
Let 7 € N that is larger than 2 (2 included), (1_f):
etn at is larger than 2 (2 included), prove };[2 3 5
H ; 1/n 1
Let n € N that is larger than 2 (2 included), prove n*/™ <2 — —
n

Let n € N. Prove the binomial theorem using induction.

Let n € N, a € R and let |a| denotes the absolute value of a. Given the fact that |a + b| < |a| 4 |b| for any a,b € R, prove that

n n
Do < ) lai
i=1 i=1

Let n € N. Prove that any 2" x 2" chessboard with any one square removed can always be covered by a L-shape tiles with 3
boxes.
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1.11 Mathematical induction solution

1 2
1. Let n € N, proveZ@ = (n +2n)

(a) Base case: n=1.
LHS (Left hand side) =1

RHS (right hand side) %(12 +1)=1
LHS = RHS so base case is true.

(b) Induction hypothesis: assume n = k is true for some k € N
. 1 2 2
szz(k +2k) (H)

(c) Casen=k+1

K4 )+k+1

Kz k+2k+2)

(k" +
(
(k2+2k:+1+ Sk+1)
((

N = N = N =

(k+1) k:+ )):RHS

So the case for n = k + 1 is true.

2. Let n € N, prove Zz = §<n + §n + 6”)
i=1

S LLHS =12 =1=t.3- L1133y 3323 2
(a) Basecasen=1: LHS =1 7173 373(1+2+6)73(1 +21 —|—61)7RHS
(b) Induction hypothesis: assume n = k is true for some k € N

k

2_Ll(s 3,2 3
;@ _3(k + Sk +6k) (H)
(c) Casen=k+1

o (H)1 3 173, 32 3 2
LHs = >4 —Zz (k)P D (B4 DR 2E) R ok 1= 2 (B SR Sk 3K 4 6k + 3)

i=1 i=1

1 s 3 ., 3
HS = - P+ 2+ 1)+ Skt 1
RHS S((F+1° + S+ 17+ 2k +1)

We show LHS = RHS by showing LHS - RHS = 0.
3LHS — 3RHS = (k3+gk‘2+%k+3k2+6k+3)f((k+1)3+g(k+1)2+%(k+1))

= (R4 5K+ 2k 43) - (B 438 43k + 1)+ D + 26+ 1)+ (k4 1)

= 0

So the case for n = k + 1 is true.

1 4 6
. al )
3. Letn € N, proveZz n+2n +6

1 1/, 4.5 6.
7.4:7(1 21 71):RH
4 4 * 2 + 6 S
(b) Induction hypothesis: assume n = k is true for some k € N

(a) Basecase n =1: LHS=1° =1 =

k

3 _ 174 4,5 69
21_4(1¢ + 5k +6k) (H)
(c) Casen=k+1

k+1 m 1
LHS = Zz —Zz tk+1)P @2 (k4+ A R k)+(k+1)3

= i=1
RHS = —((k+1)4+é(k+1)3+f(k+1)2)

4 2 6

We show LHS = RHS by showing LHS - RHS = 0.
Work out the details of ALHS — 4RHS = 0 (do it yourself) shows the case for n = k + 1 is true.



AICE1004 MadBookPro by Andersen Ang — 33

= 1 5 10 5
4. Let n € N, prove it=2 (n5+fn4+—n3+0n2——n)
P Z 2 6 30
1 1 5 10 5
B =1: —1*=1==. 5 Y93 _ = —
(a) Base case n=1: LHS=1"=1= = 5= 5(1 +o1 2104017 - 1) RHS
(b) Induction hypothesis: assume n = k is true for some k € N
k 1 5 10 5
4 5 4 3 2
(B + ok + ok A H
;Z 5( t3 g TR T ) (H)
(c) Casen=k+1
G k (H)l 10 5
LHS = = (k+1 KP4+ 2k + kP 4 0k — —k E+1)*
;z ;z—i— +1)* 5(+ ok 30)+(+)
1 5 b 4 10 3
HS = =((k = — - —
RHS 5(( + D% 4 Skt 1)+ (k1) + 0k +1)° 30(k+1))

We show LHS = RHS by showing LHS - RHS = 0.
Work out the details of 5LHS — 5RHS = 0 (do it yourself) shows the case for n = k + 1 is true.

5. Basecase1l-1!=2! —1.
k

Induction hypothesis (H): assume Zz il =(kE+ 1) =1
i=1
Case n =k + 1, we have

k+1 k
Shivil = Y it (k1) (k1) E (kD) -1+ (B4 1) (k+1)!

- (1+(k+1)>(k+1)!—1
(k+2) -1
6. Base case: for n =2 we have (2+ 1)! =3/ =6 > 2% = 4.

Induction hypothesis: Assume that for some k > 2,
(k4 1)! > 2%,

Starting from the inductive hypothesis, we multiply both sides by k + 2:
(k+2)-(k+1)! > (k+2)-2"
This simplifies to:
(k+2)! > (k+2)-2*

Since k + 2 > 4 for k > 2, we have:
(k+2)-2F>4.2F = ok+2,

Therefore,
(k+2)! > 2~F1,

1 1 1
7. Base case: forn =1 we have — = - = ——
12) 2 1+1
G k
Induction hypothesis (H): assume Z =) =ir T

At case n = k + 1, we have

k+1 k
YT - 2w :
—~i(i+1 7111—1—1 k+1)(k+2)
(H) k n 1
k41 (1) (k+2)
 k(k+2)+1 K2+ 2k+1 (k+1)? k41
k+1)(k+2)  (k+1)(k+2) (k+1)(k+2) k+2
8. Base case: for n =1 we haveizlz#
13) 3 2(1)+1
k

1 k
Induction hypothesis (H): assume - - = :
;(22—1)(21+1) 2% + 1
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At case n = k + 1, we have

k+1 k
S ey - X + 1
(20 —1)(2i +1) = (2i —1)( 21+1) 2(k+1) - 12k +1)+1)
(H) k n 1
 2k+1 0 (2k+1)(2k+3)
B 1 (+ 1 )_ 1 2k243k+1 1 Qk+D(k+1)  k+1
2%k +1 2k+3/  2k+1 2k+3  2k+1 2k +3 - 2(k+1)+1
9. B forn =1, LHS= — L _RHs
. asec-ase. orn—., —1.2.2— 2.21—
Induction hypothesis:
i+ 1
Zzz—i—l (k+1) (H)
i=1
Casen=k+1
SS i+2 jé it2_ k+1+2
(i +1)(2) i +1)2 (k+ 1)(k+1+1)(2k+1)
1 k
Hoq_ " +3

(k+1)28 * (k+1)(k+2)(2~k1)

+

= 14— (142"

+(/~c+1)2k< +(k+2)2)
! <—2(k:+2) k+3)
B (k+1)28\ 2(k+2)  2(k+2)

1 —2k+2)+k+3
(k+1)2k 2(k +2)

1 —2k—4+k+3
(k + 1)2k+1 k+2

1 —k—1
(k+11)2k+1 k+2

o (k + 2)2k+1

1
10. Base case: for n = 2, we want to show 1 + — > /2.

V2

= V241 > 2 multiply the whole expression by v/2
<= V2 o> 1 subtract 1 in the whole expression
— V2 > V1 41=V1
— 2 > 1 Va>Vh <= a>bifa>0,b>0
All the inequalities are if and only if, so 1 + L > V2 is true.
V2
Induction hypothesis: assume Z \i[ > Vk for some k > 2. (H)
= a () 1
At case n = k + 1, we have LHS= Z\[ z:: \/7 > \/E+\/Tﬁ
Now we want to show vk + \/m >VE+1
— \/er 1 > k+1 multiply the whole expression by vk + 1
= k(k+1) > k subtract 1 in the whole expression
— +k > VE2
= E+k > K Va> Vb < a>bifa>0,b>0, this is true because k > 2
> kE > 0 k>0

1
All the inequalities are if and only if, so V4 —— > vk +1is true.
a Y NCES
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12 1 1 1
11. Base case: for n = 1, we have = < —. This is true because 2 =+V4and4>3 = V4>V3 = — < —.
2 3 NZERRVE]
b 2i 11
Induction hypothesis: assume is true for some k& > 1. H
k1, k
2i—1 2k:+1)—1() 1 2k+1)—1
At case n = k + 1, we have LHS= = . < .
}—[1 }—[1 2(k+1) V2k+1 2(k+1)
1 2k+1)—1 1

We want to show

okt 1 2(k+1) 2k +1) +1
2(k+1)+1(2(k+1) ~1
V2k +3(2k + 1)
(2k + 3)(2k + 1)?
(2k 4+ 3)(2k + 1)?
(2k + 3)(4k* + 4k + 1)
8k® + 8k* + 2k + 12k* + 12k + 3
8k3 + 20k% + 14k + 3
0

All the inequalities are if and only if, so what we want to show is true.

[\~
Ed
—+

+1)V2k +1
+1)V2k+1
+1)2(2k + 1)

(

IA

2(k

IN

IA

(
2(k
Ak

IN

4k +1)%(2k +1)
(4k* + 8k + 4)(2k + 1)
8k> + 16k 4 8k + 4k* + 8k + 4
8k3 + 20k% + 16k + 4
2k 41

rrrererroey

IN

12. Base case: for n =1 we have x — 1 divisible by z — 1.
Induction hypothesis: assume z¥ — 1 is divisible by 2 — 1. That is, we have

2 —1=(z—1)q(x) (H)
for some polynomial ¢(x).

At case n = k + 1, we have

b+l _q (1) =14 (z—1)
= M 41 -142-1
z(zb -1 +z -1

z(zx —Dg(z) +x -1
(zq(z) + 1)(z - 1)
q(z)(x—1)

=l

Therefore, 2**1 — 1 is divisible by  — 1.

13. Base case: for n. = 0 we have 0 divisible by 3.
Induction hypothesis: assume k> + 2k is divisible by 3. That is, we have

k® 4 2k = 3¢ (H)
for some polynomial ¢(z).
At case n =k + 1, we have (k +1)3 +2(k + 1), so

(k+1)%+2(k+1) E* 4+ 3k* + 3k +1+2k+2

E* + 2k +3k* + 3k +3
k> 42k +3(k*+k+1)

3¢+ 3(k*+k+1)
= 3(q+E+E+1)

Therefore (k4 1)® 4+ 2(k + 1) is divisible by 3.

14. Base case: for n =0 we have 17134103 -1=120=6-20
Induction hypothesis: assume for some k, the term 17k 4 103k is divisible by 6. That is, we have

17k 4 103k = 6q (H)

for some positive integer q.
At case n = k + 1, we have 17(k + 1)® + 103(k + 1), so

17(k 4+ 1)® +103(k + 1)

17(k® 4 3k* + 3k + 1) + 103k + 103
17k + 103k + 17 - 3k®> + 17 - 3k + 17 + 103

6q +3-17k* + 3 - 17k + 120
6q + 3(17k* + 17k) + 6 - 20
6(¢+20) +3-17k(k+1)

Iz I
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15.

16.

17.

18.

Note that k(k+1) is even, that is, k(k+1) can be written as 2m for some positive integer m. Therefore we have 3-17k(k+1) =
3-17-2m = 6-17m and thus 6(¢+20)+3-17k(k+1) = 6(q+20)+6-17m = 6(q+20+17m). Therefore 17(k+1)*>+103(k-+1)
is divisible by 6.

Base case: for n = 0 we have 520+1 4 220+l —7 7.1
Induction hypothesis: assume for some k, the term 52F1 4 225+1 is divisible by 7. That is, we have

52k+1 + 22k+1 — 7q (H)
for some positive integer q.
At case n = k+ 1’ we haVe 52(/€+1)+1 +22(k}+1)+1 — 52k+2+1 +22k+2+1 — 52k+1+2 +22k+1+2 — 52]€+1 . 25 + 22]€+1 .4’ S0
52(k+1)+1 + 22(k+1)+1 — 52](?—‘1-1 . (21 + 4) _|_ 22k+1 . 4

52k+1 . 21 + 52k+1 . 4 + 22]€+1 . 4
52k+1 . 21 + (52k+1 + 22k+1)4

52FFL. 3.7 4 (7¢)4
(52k+1 '3+4Q) .7

So 52D 4 92(k+1)+1 s divisible by 7.

Base case: for n = 1 we have 2! + 1 = 3 is divisible by 3.
Induction hypothesis: assume for some odd k, the term 2% 4 1 is divisible by 8. That is, we have

2" +1=3q (H)
for some positive integer q.
At case n =k + 2 (not k + 1 because % is odd and the next odd number is k + 2), we have
2241 = 2M441 = 2"441+3-3 = %4443 = (2"+1)4-3 £ 3¢4—-3 = 3(4¢—1)
So 282 4 1 is divisible by 3.

Base case: for n = 1 we have 12 — 1 = 0 is divisible by 8 (zero is divisible by everything).
Induction hypothesis: assume for some odd k, the term k% — 1 is divisible by 8. That is, we have

k* —1=8q (H)
for some positive integer q.
At case n = k + 2 (not k 4+ 1 because k is odd and the next odd number is k + 2), we have

(k+22—1 =K +4k+4—1 = K> —1+4(k+1) Z 8¢+4(k+1)

Since k > 1 is odd, then k£ + 1 is even. Therefore, k + 1 can be written as 2m where m is an positive integer. Hence
(k+2?%—1 = 8¢+4(k+1) = 8g+4(2m) = 8¢+8m = 8(qg+m)
So (k +2)? is divisible by 8.

Base case: 1* — 1 = 0 is divisible by 16
Induction hypothesis: assume for some odd k, the term k* — 1 is divisible by 16. That is, we have

E* —1=16q (H)

for some positive integer q.
At case n =k + 2 (not k + 1 because k is odd and the next odd number is k + 2), we have

E* + 4k32 + 6k%4 + 4k8 + 16 — 1
E* — 1+ 8k3 + 24k + 32k + 16
16q + 8k> + 24k* + 16 - 2k + 16
16q + 8(k® + 3k* + 4k + 2)

= 16q+8(k + 1)(k* + 2k + 2)

(k+2)*—1

=l

Since k > 1 is odd, then k£ + 1 is even. Therefore, k + 1 can be written as 2m where m is an positive integer. Hence
(k+2)*—1 = 16q+8(2m)(k*> + 2k +2) = 16(q + m(k* + 2k + 2))

So (k+2)* — 1 is divisible by 16.
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19.

20.

21.

22.

23.

1
, 11—
Base case n =1, =1 =
n Zr +r T—-
=0
k
) 1_7,.k+1
Induction hypothesis (H): b
nduction hypothesis (H): assume ;T =

At case n = k + 1, we have
k+1 k

) . H
E rt = 2 rt + ,rk+1 a
=0 i=0

Base case: n =1 we have S(1) =1 = 12.

1 — phtl
: +Tk+1
—-r
_ pk+1 _
1—1r +rk+11 T
1—r -
1 — pk+l +rk+1—rk+2 1 — pkt2
1—r 1—r

Induction hypothesis (H): assume S(k) =1+ 3 +54---+ (2k — 1) = k2.

For n = k + 1 we have
Sk+1) =

I 1l

143454+ 2k—1)+2(k+1)—1
S(k) + 2k + 1

k2 4+2k+1

(k+1)?

Solution approach two Consider the first m = 2n intergers

Tn)=14+2+3+---+m =

(143454 +2n—1)+(2+44+6+--+2n)

1
§(m2+m) = Sn)+2(1+2+3+4---+n)
= S(n)+n*+n
So ) )
S(n)zi(mQ—Fm)—nQ—n =4 S(n)=§(4n2+2n)—n2—n = n’

Base case: n =1 we have S(1) =3+4+5=8=2.5+5.5.

Induction hypothesis (H): assume S(k) = 8 + 13 + 18 + 23 4 ... + (3 + 5n) = 2.5k 4 5.5k.

For n = k + 1 we have

S(k+1) =

8+ 13+18+423+ ...+ (3+5k)+(3+5(k+1)))

S(k)+3+5k+5

2.5k + 5.5k + 8 + 5k

2.5k + 5.5k + 2.5+ 5.5 4+ 2 x 2.5k
2.5k® +2 x 2.5k + 2.5+ (5.5k + 5.5)
2.5(k* + 2k + 1) +5.5(k + 1)
2.5(k+1)* +5.5(k + 1)

=

Base case: n =1 we have 1 + 2 > 1 + = because > means > OR =.

Induction hypothesis (H): assume (1 + )% > 1 + kz

Forn =k + 1, we have

(1+z)* = 142)(1+2)*

Base case: n = 2 we have 2% 4+ 4(2) = 12 < 4? = 16.

(14 2)(1+ kx)

1+ kx + o + ka?

1+ (k4 Dz + ka?

1+ (k+ 1)z wk>1,22>0

IIAVASS

AVA|

Induction hypothesis (H): assume k% + 4k < 4" for some k > 2.
For n =k + 1, we want to show (1 + k)2 + 4(k + 1) < 451, now (this is tricky), consider

(1+k)*+4(k+1) 1+2k+k*+4k+4 kK +4k+2k+5 2k +5
k2 + 4k k2 + 4k k2 + 4k k2 + 4k
9 2k +5
Now for k > 2 we have 2k < k“ and 5 < 4k so ———— < 1 and therefore
k2 + 4k
(1+k)?2+4(k+1) 2k+5
=1 <141 < 4
k2 + 4k +k2+4k5 +

H
Hence (1 + k)2 +4(k + 1) < 4(k? + 4k) < 4 - 4F = 4+*1
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1
24. Base case is true 3 < 1.

1 1 1
Induction hypothesis (H): I R |
nduction hypothesis (H): assume 5 + 52 4+ 4 o <
For n =k + 1, we need some trick.

First we look at what will not work.

If we consider §+2—2+---+2—k+w,then by (H) we have
1 1 1 1 1 1
§+272+'“+27k+72k+1< +72k+1'

This approach will not work.

Here to show the case n = k + 1, we need a clever way to use (H), and here is the trick: consider

11 1 L _ 1,1 1 IN# Loy
sttt tm g - gt gttt g) <5(1) <t

25. Base case: V1 < 3.

Induction hypothesis (H): assume \/1 + \/2 +/3+ - +VEk<3.

For case n = k£ + 1, we have

1+\/2+\/3+~~+\/k+\/k+1

Now we shift all the indices {2,3,...,k,k + 1} by 1 by using £ =k + 1, we have

1+\/1+\/2+~--+\/€—1+\/Z 2 Ji¥3=2<3.

{=k+1 for indicies 2,3,...,k+1

26. Base case: 4! = 4(3)(2)(1) = 24 > 16 = 2*.
Induction hypothesis (H): assume k! > 2.

For case n = k + 1, we have
k+1) = (k+Dk > 2%k

k>2
> 27.2
— 2k+1
27. Base case: 1 — 1 = 3 = E
2 4 2(2)
k
. . 1 k+1
Induction hypothesis (H): (1-5)=5—
nduction hypothesis (H) assumeizl_[2 2 %
For case n = k + 1, we have
I0-5) = 0 0 2) & (- )
bl i2) (k+1)2/ 25 i2) (k+1)2/ 2k
o (k+1)2 -1 k+1
T k+12 2%
k* + 2k k+2

2k(k+1)  2(k+1)

1
28. Base case: n = 2. We have LHS = v/2 and RHS = 2 — 3 both being positive. To show LHS < RHS, we consider showing

1 1 1
LHS? <RHS?. LHS? =2, and RHS? =4 — 2+ 7 Clearly 2 <2+ - since - > 0.

1
Induction hypothesis (H): assume KVkE <2 — T for some integer k > 2.
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29.

1
For case n = k+ 1, LHS= (k + 1)]f7+1 and RHS=2 — %—&-1 Now we do some analysis, suppose LHS<RHS, then
! 1
k+1 -
— o k+1 i ?2 —]Hll)’““
k41
k+1
: kl/]: i ((2(2 ]Hll))’“+1 11)1/k
A 2,1 < ((Qk—fl)kJrl 1)1/k
. ]Z k;1+ 1]C
= (2_E) < (2_m)+1 1

So if we can show the last inequality is true, we proved the case forn =k + 1.

Now we consider the following function

R O R I

By derivative test, f(z) > 0 so the statement is true.

Let n € N. Prove the binomial theorem using induction.

1 1
Base case Consider case n =1, we have (z +3)' =2 +y = <0> 2Oyt + < )xlyo.

Hypothesis step Assume the statement at n =m

e = 3 (7)atyrt

k=0
Induction step Consider the statement at m + 1, we have

(x_’_y)m+1
= (@+yle+y™

m

T @y (7:) hym =k

k=0

m m m m
_ (m+y)( 20y™ + syl 2y xmyO)
0 1 m—1 m
my 1.m my 2 m—1 m
) () ()
(™ 2Oy | m cly™ 4+t 2 1y? 4 m 2"yt
0 1 m—1 m

() () e () (o (e

1
1 1 1
- (m; )xoym“+<m;— )xlym+(m;

m+1
1
_ Z (m;— )xkym+1—k O

k=0

1
>x2ym1+'_.+ <m>xmy1—|— <m+ )merlyO
m m+1

30. Let n € N, a € R and let |a| denotes the absolute value of a. Given the fact that |a + b| < |a| + |b| for any a,b € R, prove that

n
D a
i=1

n
< D lail
i=1

Base case For n =1, we have |a; + az| < |a1] + |az| by the triangle inequality of absolute value (given in the question).
Hypothesis step Now assume the statement is true for n = k.

k k
D ai < lai
i=1 i=1
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Induction step
k+1

>

i=1

split the summation sign

k
Z a; + Q41
i=1

k
S
i=1
k
Z la;| + |ax+1| by the induction hypothesis
i=1

k+1

= ) Jai| O
=1

31. Let n € N. Prove that any 2" x 2" chessboard with any one square removed can always be covered by a L-shape tile with 3
boxes.
Base case For n = 1, we have a 2-by-2 grid, removing any one square from this grid gives a L-shaped tile. So the statement
is true for n. = 1.
Hypothesis step Now assume the statement is true for n = k.
Induction step Now consider the case n = k + 1. We have a 2+ x 28! chessboard.
To prove the statement, we have one square removed from this 2871 x 2¥+1 chessboard.
We now divide the chessboard into 4 regions

IN

+ |ag41| triangle inequality (the base case)

IN

]

The 4 regions are all 2% x 2* chessboard

We take out a L-shape tile (black in the figure) in the 3 regions opposite to the one tile removed in the whole chessboard

By the hypothesis, each of the 2¥ x 2F chessboard can be filled by the L-shaped tiles.

Lastly, we fill the black L-shape tile, we have filled the whole 2¥*1 x 251 chessboard by L-shape tiles
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2 Calculus

2.1 Function

Revision. A function f maps from a set X to a set Y.

e The set X is called domain, we write dom f
e The set Y is called codomain, we write codom f

e Theset {y € Y|Ixr € X s.t. y = f(x)} is called range or image.

e Common careless mistake: if f : R — R, it is not necessary domf is R.
Domain is a set that “every element in this set has mapped by f to a value
in other set”. It is possible some value in R maps to nothing.

 fiXoY

1. Let A={0,1,2,3},B=1{1,3,5,7}.

o Write the set A x BB
o Let f: A— Bgiven by f(xz) =2z + 1. Is f injective? Is f surjective? Is f bijective?

2. Let X ={a,b,c} and Y ={z,y,z}. Let f: X =Y as follows: f(a) =y, f(c) ==z. Is f a function?
3. Let X ={a,b,c} and Y ={z,y,z}. Let f: X =Y asfollows: f(a) =y, f(b) =z, f(c) =z, f(c) = 2. Is f a function?
4. Find the domain and range of f(z) =9 — z?

3
5. Find the domain and range of f(x) = 32
6. Find the domain and range of f(z) — 2
' & x4

1
7. Find the domain of f(x) = 1% T if the range of f is restricted to R
Vi1-z
8. Find the domain and range of f(z) =5+ V16 —z

9. Find the domain and range of f(x) = —/81— 22
10. Find the domain and range of f(z) =z + |z| + 2
11. Find the domain and range of f(z) = 3 cos(4x)
12. Let X =[-2,2],Y =[-1,4] and f: X — Y defined as f(z) = 22.
e Is f injective?
e Is f surjective?
e Is f bijective?
13. Let X =[-1,1] and f: X — X defined as f(z) = sinz (we take radian, not degree).
e Is f injective?
e Is f surjective?
e Is f bijective?
14. Let X =[-1,1] and f: X — X defined as f(z) = sinmz (we take radian, not degree).
e Is f injective?
e Is f surjective?
e Is f bijective?
15. Let X =[1,10],Y =[0,1] and f : X — Y defined as f(z) = log;o x (logarithm in base-10).
e Is f injective?
e Is f surjective?
e Is f bijective?

16. True or false. If f: R — R and g : R — R are bijections, then f + g is also a bijection.
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17.

18.

19.
20.
21.

22.

23.

24.

25.

26.

27.

28.
29.
30.

31.

32.

Given f(z) =2% —1 and g(x) =z + 1.
x)

). Find the domain of s, the codomain of s, the range of s.
x)). Find the domain of r, the codomain of r, the range of .

e Let s be the composition f(g(
e Let r be the composition g(f(

Given f(z) =241 and g(z) = vz — 1.

e Let s be the composition f(g

(g(
(f(

x)). If we limit the codomain of s to R, find the domain of s, the range of s.
))-

e Let r be the composition g(f(x)). If we limit the codomain of r to R, find the domain of r, the range of r.
Define inverse function.

Let f:R — R be f(z) =3z — 2. Find f~*(-1).

Let f:R — R be f(z) = 2®. Find f~*(4) and f~1(9)

2
Let f: R — R be f(z) = §x74. Find =1, then find f~1o f71.

Let a,b,c,d € R with a # 0 and b # 0. Let two functions f,g : R — R defined as f(x) = ax + b and g(z) = cx + d. Find
flogtandgtof L

Let x € R, define f(z) = Vz + 1, g(z) = 2> — 1 and h(x) = /. Find

o f+g+h
® fog
e goh

g
ofh
e hofog

Let z € R, define f(z) = z%i) Find f(f(f(z)))

Let z € R and f(x) = ii_i and g(x) = f~!(x). Find g(f(x)) and dom g(f(z)) .

Let x € [0,1] and n € N;. Let f(z) = (1 — m”)%. Show that this function is its own inverse function, then find (f o f)(z).

Let € [0,1]. Let f(z) = (8 — xg)%. Show that this function is its own inverse function

Let f(z) = 2°. Let two sets A = [~1,1] and B = [~2,2]. Find the two sets f(A) and f(B), is A C B implies f(A) C f(B)?

Let f(z) = x®. Let two sets A = [~1,1] and B = [~2,2]. Find the sets f(A), f(B), f(AN B) and f(A) N f(B). Is
f(ANB) C f(A)N f(B)?
Let f(z) = 2. Let two sets A = [~1,1] and B = [~2,2]. Find the sets f(A), f(B), f(AU B) and f(A) U f(B). Is
f(AUB) = f(A)U f(B)?

Let f(z) = 2. Let two sets A =[—1,1] and B = [-2,2]. Is f(A\ B) D f(A)\ f(B)?
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2.2

1.

10.

11.

. Find the domain and range of f(z) = -

Function solution
Let A= {0,1,2,3},B={1,3,5,7}.
o Write the set A x B

Ax B ={(0,1),(0,3),0,5), 0, 1)(1,1), (1,3), (1,5), (1,1)(2,1), (2.3), (2,5), (2.7)(3,1), (3.,3), (3,5), (3,7) }

o Let f: A— Bgiven by f(x) =2z + 1. Is f injective? Is f surjective? Is f bijective?
The set of ordered pairs defined by f is {(O7 1),(1,3),(2,5), (3, 7)} it satisfies the definition of injective, surjective, and it

is thus bijective.

. Let X = {a,b,c} and Y = {z,y,z}. Let f: X — Y as follows: f(a) =y, f(c) =x. Is f a function?

No, nothing is assigned to b € X

. Let X ={a,b,c} and Y ={z,y,2}. Let f: X = Y as follows: f(a) =y, f(b) =z, f(c) ==z, f(c) = z. Is f a function?

No, ¢ € X is assigned twice

Find the domain and range of f(x) =9 —

The function is well defined in the whole R, hence domf = R

For range, from high school math we know this function can never touch values beyond positive 9, so the range is R\ (9, +00),
or more compactly, we can write {y | y < 9}

3

. Find the domain and range of f(z) = ——
x

3_
For domain, the function is undefined at 2 = 3, hence domf = R\ {3}

=0. No z € R gives f(z) =0,

For range, a bit tricky. The function never reach y = 0. To see this, if f(z) = 0, we have 3
thus the range is R\ {0}. Or equivalently, we also write (—oo,0) U (0, 4+00)

r—2

+4

For domain, we look for what values of z will make f undefined.
For this f, it is undefined if denominator is zero.

Here we have z 4+ 4 = 0 giving x = —4, hence domf =R\ {—4}.

For range, R\ {1}.
To find the range, we need to find the values y that is impossible to obtain from all possible x.

-2
Suppose y = ii—kél then we have y(x + 4) = = — 2. Rearrange gives yx + 4y =  — 2 and then (y — 1)z + 4y = —2. Now if

y =1 we get 4 = —2 which is error.

) ) —

In fact, if we put y=11iny = L, we have 1 = =~ You can see that no = can gives z =1, because we will cancel
T+ 4 T+ 4 Tz +4

zfromer—2=x+4

. ) 142 . . .
. Find the domain of f(z) = if the range of f is restricted to R

—x

There is square root so we have to avoid negative numbers. {x € R : —1 <z < 1}, because if # = 1, the denominator is 0 so

f is undefined. If z > 1, then f output a complex number. If z < —1, then f output a complex number.

. Find the domain and range of f(z) =5+ V16 — x

Square root cannot have negative values, so we need 16 — x > 0, which give x < 16.
Hence domf = {z | < 16}

For range, {y | y > 5}

Find the domain and range of f(z) = —v/81 — 2?2
domf={x| —9<z<9}
Rangeis {y | —9 <y <0}

Find the domain and range of f(z) =z + |z| + 2
domf =R
Rangeis {y | —y <2}

Find the domain and range of f(x) = 3 cos(4z)
domf =R
Rangeis {y | —3 <y <3}
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12.

13.

14.

15.

16.

17.

Let X =[-2,2],Y =[-1,4] and f: X — Y defined as f(z) = 2°.

e Is f injective? yes
e Is f surjective? no
e Is f bijective? no 9

All z € X has mapped to a value (injective)

Not all y is mapped (not surjective)

For example, 22 # —1 , so —1 € Y is never mapped
not surjective = not bijective. 0}

Let X =
1

e Is f injective? yes
e Is f surjective? no
e Is f bijective? no

All x € X has mapped to a value (injective)

Not all y is mapped (not surjective)

For example, sin1 =0.84 <1, so 1 € X is never mapped
not surjective = not bijective.

| | |
0 1 2

[-1,1] and f: X — X defined as f(z) = sinx (we take radian, not degree

—o—sin(z)

e

—e—sin(nz)

vA

Let X =[-1,1] and f: X — X defined as f(z) = sinwz (we take radian, not degree
1
e Is f injective? yes
0.5
e Is f surjective? yes
e Is f bijective? yes 0
All x € X has mapped to a value (injective) 05
All y € Y := X is mapped (surjective)
injective and surjective = bijective. .

70 5

log;, = (logarithm in base 10

Let X =[1,10],Y =[0,1] and f: X — Y defined as f(z) =
1 -
o Is f injective? yes 08l
e Is f surjective? yes
[ surj y sl
e Is f bijective? yes
0.4+
All z € X has mapped to a value (injective)
All y € Y is mapped (surjective) 0.2
injective and surjective = bijective. ol

—o—log;,(z)

.

True or false. If f: R — R and g : R — R are bijections, then f + g is also a bijection.
False. To show a statement is false we only need to give a counter example. (Recall the negation of VzP(x) is Jx—P(x)).

Consider f(z) = x and g(x) = —z, both are bijection.

Now f(z) +g
Given f(z) =2% —1and g(z) =z + 1.

(x) = OVz, it is not surjective (only 0 € R is being mapped) so it is not bijective

e Let s be the composition f(g(x)). Find the domain of s, the codomain of s, the range of s.

(
s(@) = f(g(x)) = (9(2))* =1 = (¢ +1)* = 1 = 2* - 2u,
(

dom s = codoms = R,

ranges = [—1,4+00)

e Let r be the composition g(f(x)). Find the domain of r, the codomain of r, the range of r.

r(z) = g(f(x)) = f(x) + 1 =22

domr = codomr =R,

ranger = [0, +00)
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18

19

20.

21.

22.

23.

. Given f(z) =x+1and g(z) = vVa — 1.

e Let s be the composition f(g(x)). If we limit the codomain of s to R, find the domain of s, the range of s.

dom s = [1,+00).
The range of s is [1, +00).

s(2) = fg(e) = g@) +1=Va—T+1

The domain of s is all the real number such that s(z) gives a real but not complex number.

Hence x > 1, thus

e Let r be the composition g(f(x)). If we limit the codomain of r to R, find the domain of r, the range of r.

(@) = oF (@) = VI 1 = Va

domr = [0, +00).
The range of r is [0, +00).

. Define inverse function.

f is bijective (1-to-1, onto) with domain A and image B. Then the inverse function, denoted by f~!, has domain B and image

A, defined by

P = 3wt o f7Nw) = ow+4)

ftogtandgtof L

Let a,b,c,d € R with a # 0 and b # 0. Let two functions f,g :

fTlly)y=2 < flx)=y VyeB

Let f: R — R be f(z) =3z — 2. Find f~1(-1).

2
Let f:R — R be f(z) = gx—él. Find f=!, then find f~'o f~1.

2

Froft =22+

:%z+15

1 zT—b
f N a
sl o= x—d
c
1 1 x—d—bc
fog = p”
1,1 _ w—b—ad
g of = "

24. Let 2 € R, define f(z) = vz + 1, g(z) = 2* — 1 and h(z) = \/z. Find

o fHg+h=Vr+l+a®-1+x
° fog:\/(x2—1)-‘r :@:|x|

ogoh:(\/.%)z—lzm—l

e p 9 _Yrtl@-1)
h Ve
e hofog=1/lal

25. Let x € R, define f(z) = % Find f(f(f(z)))

T3
JUE) = 2= = 1
x—l_l

f+3_3
G =" o
1

1—=z

R — R defined as f(z) = ax + b and g(z) = cx + d. Find
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26.

27.

28.

29.

30.

31.

32.

1
Let z € R and f(x) = s T and g(x) = f~!(x). Find g(f(x)) and dom g(f(z)) .
First we find the expression of g.
1 1 1
y= T = = y+2 = ga)=f12)= Tt if we use the notation on z
r—1 y—1 r—1
Then L
ey = LWL Erl_edltecl o
flx)—1 1 r+l-—x+1 2

So domg(f(x)) =R

Let x €[0,1] and n € N, Let f(z) = (1 — x”)%. Show that this function is its own inverse function, then find (f o f)(x).

1

y:(lfx”)% = y"=01-2") = 2"=1-y" = z=(1-y")~

So M (w) = (1 —a")" = f(x).
Now we work on (f o f)(x)

ES
n

3=

(Fo ) =) = (1= f@m)" = (1= (@ =2)")" =2

So we have (f o f)(z) = «.
Note: this is exactly another way to show this function is its own inverse function, because here we have fo f =Idso f~' = f

Let € [0,1]. Let f(z) = (8 — xg)%. Show that this function is its own inverse function
We do so by showing (f o f)(z) ==
(fof)(@)=\/8-(V8—a?)P =u

Let f(x) = 2°. Let two sets A = [~1,1] and B = [~2,2]. Find the two sets f(A) and f(B), is A C B implies f(A) C f(B)?

Hence we have fof=Idso f~' = f

f(A) =101, f(B)=10,4], f(A) C f(B)

Let f(z) = x®. Let two sets A = [~1,1] and B = [~2,2]. Find the sets f(A), f(B), f(AN B) and f(A) N f(B). Is
f(ANB) C f(A) N f(B)?

f(A) =10,1], f(B)=[0,4], f(ANB)=f(A), f(ANF(B)=Ff(A) sof(ANB)C f(A)N[(B)is true
Let f(x) = 2®. Let two sets A = [~1,1] and B =[-2,2]. Is f(AUB) = f(A) U f(B)?
flA) =[-1,1], f(B)=[-4,4], f(AUB)=[f(B), f(A)Uf(B)=[f(B) sof(AUB)=f(A)U[f(B)Is true
Let f(x) = 2. Let two sets A = [~1,1] and B =[-2,2]. Is f(B\ A) D f(B)\ f(A)?
f(A)=[0,1], f(B)=10,16], f(B\A)=f([-2,-1]U[1,2])=[1,16]U[1,16] = [1,16]

f(B)\ f(A) =10,16]\ [0,1] =[1,16] so f(B\ A) = f(B)\ f(A), equality also implies subset



AICE1004 MadBookPro by Andersen Ang — 47

2.3 Limit computation

2 & x
1 qim S0 15. lim ~ 1% 30, lim (1 + §) :
z—1 x+1 z—0x —tanx T—00 xT
2 _ . 2 s
2 fim L2 16. lim — * 31 lim (1 +2)F s
z—2 1 — 2 z—0 1 —cosx z—0
3. Tim L2 17. lim e +4de” +3 — ¢ 32, lim 0240 g
r—0 T Tr—oo z——-2 x+2
t
4 lim B8 18. lim ~o" . —4a?+3
a2 o —92 z—=0 T 33. lim PO SR
- z—00 33 COos (5) —1
. a3 -8 19. lim
5. hr% 5 z—0 tan T 34 1 1—coszx
e z—1 Camb a2
r+1 20. lim —
6. lim rz—1 SInx . €T COoST
z—=—1723+8 35. lim ————
o1 Tim % =0 (22 + 1)sinx
7 lim ™ —y" " 250 cosx .
ey Ty 36. lim [In(3 — )" @1
. cos(z—1) z—1
n __ ,n 22, lim ——=
8. lim y =1 w1 . 1—¢"
y—=z T — Y . 37. lim "
23 lim sin kx z00 1 — 2e
. 1-— \/E 250 T
9. lim . 1d
el 1—x sin 3z 38. hg%) (E@(l + cosx))
10. lim o ] 39. 1i 13
z—+oo 2524 + 22 + 12 25 lim sin 7x e ] r—1 x3-1
322 + 172 — 137 +=0 sin 5z
11. 1 —_— : 2 _
1 _ 1 " 250 tan2z
12, lim 2 _=+2 1\ = 41. lim Va2 4z —z
e—1 22 4+ 2x — 3 27. lim (1 + 7) 2 T—00
2?41 et 4. lim ——
13, fim = 28. lim (1+2) a0 \/22 — 2z
x—0
241 . zIn(l +sinz
14, lim —2 1 20 lim (2 + 22)% 43. T 2L FSI0T)

w00 —9zt — 2% Py e—=0 1 —,/cosx



AICE1004 MadBookPro by Andersen Ang — 48

2.4

1. lim

10.

11.

12.

13.

14.

15.

16.

17.

18.

19. lim

20.

21.

22,

23. 1

24. 1

Limit computation solution

. zt + 11
hHl I —
z—+o0 254 + 2z + 12

322 + 17x — 137
m —
z——o0 —x2 + 367 + 29

1 1

lim 3x T+2

rz—1 J,‘2 + 20 — 3
x4

lim

z—o0 I — 1

. 2 +1
lim —
z—oo —9z4 — 2z

. x—sinx
lim ———
z—=0r —tanx

. sin? z
lim ——
z—01 —cosx

lim v/e2® +4e* +3 — €

Tr— —00

. tanx
lim
z—0

= lim

r—Y

:hmw:hmx_lzo
z—1 x+1 x—1
:hmw:hmx+2:4
r—2 r—2 r—2

rz—1
T

does not exist 7 lim
x—0

(x —2)(z? + 22+ 4)

= lim = lim (2? + 22 +4) = 12

r—2 r—2 r—2
—2)(x% +2 4

i EZHE 2 ED 02 o) = 19
r—3 T —2 r—3

. r+1 ) 1 1

= lim = lim —— = —

a——1(rx+1)(2?2—24+1) a+>-122—2z+1 3

(.’I} _ y)(xn—l + xn—2y + xT),—SyQ 4+ 4+ yn—l) _ nyn—l

x—y
—lim L%yt by previous question

y—z Yy—x

. 11—z . 1 1

= lim =lim ——+=—

, 2t +11 L 1+ 1 1
z—+oo 25x4 + 22 + 12 - o+ 254 S 4+ o3 25

2 34+1727 — 137271 340-0

= 1' = = —3
e oo 72 —1 4+ 3621 + 2922 —140+0
rx+2—3x
(@ . -2 -1
Hokm _Se(@+2) lim =

122+ 22 —3 a1 (x+3)3a)(x+2) 18

z—01 —cosx

LH .. T
— lim — =
z—oo 1
LH .. 2x
- lim ——— =0
z—o0 —3623 — 2
IH .. l—cosz LH .. sin x . cosPzx -1
- hmi2 = lim ———— = = —
z—01 —sec?x z—0 —2s8ec’ xtanx -0 —2 2
) : 2
sin“ x 1+ cosx . sin“x(1 + cosx .
= hm¥: lim (1 + cosz) = 2

1+cosx 2—0 1—cos2x 20

=V0+0+3-0=3

= lim — i =1-1=1
z—0 r cosr =x—0 x z—0cCOST
. 1 1 1
= [1m = :—:1
r—0 tanzx . tanzx 1
lim
x€X x—0 x
~ sinl
0
=—-=0
1
cos(z — 1)

=k lim =k
x—0 €T

3 .. sin3dzx 3

= - lim = -

4 2—0 3x 4
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3 N 1 1 in 72
25. lim sin 7w = lim bln?xﬂi — Z lim s'7z£ _ z
z—0 sin 5x z—0 sin bx 7% 5% 5 0 su;jm 5
26. hmw :(lim - )(Hmcos?x)(lim(az—sinm)):(lim .x )-I-O:O
z—0 tan 2x z—0 sin 2x z—0 z—0 z—0 sin 2x
£0
27. lim (1+7)2 = lim ((1+)) :(lim (1+)) _ e
T—00 z £—00 x T 00 T

1\¥
28. lim (1+2)% — lim (1+f) —e
z—0+ y—o0 y
- 2 w2214 0)F = (Tim 22)( 1 NP2
29. lim (2 + 2z) = lim 2+ (1 +2) (wlgrgo2 )(ZILH;O(I +a)7) =1-e=¢
3\ 3 1\3y/2
30. lim (1+ 7)2 — lim (1+ 7) = ¢3/2
z—00 x y—00 Y
3L hm(l—|—:r)%smx = (lim(l—kz)%)(lim sz) =e
x—0 x—0 x—0 X
2 i 2 int
32, lim 22T 200 = (tim %)( lim (2~ 2)) = (lim =2 ) In(4) = n4
-2 1+ 2 z——-2 x+2 T——2 t—=0 ¢
. 23 — 422+ 3 . 2 — 422 +3 . 22 +0 1
33. lim T =1 T = lim ——— = -
z—o00 313 cos (5) -1 z—o0 313 cos (;) -1 250323—-0 3
. 1—cosx . 1—cosx1+cosx sin? x 1 1
34. lim = lim = lim -
z—0 g2 =0 2 14cosz =0 22 2cos? (%) 2
1
35. hmw = lim — 1mﬂ: _— =
=0 (22 4+ 1) sinz a0 sinx z—0 2 + 1 0+1
36. lim[In(3 — )¥inE—1) = lim[In(3-1)°=1
rz—1 rz—1
1
. 1—e¢" . er 0-—-1 1
37. mlgrolo T oer mlgrolo 1 T0-2 2
o
1d —si
38. lim (f—(l +cosx)) lim ( Smx) =-1
z—0 \z dx z—0 T
) 1 3
Sl Py g g |
li L 3 —
ez —1 23—1 o
— lim (1 3 )
=1 —1 22+z+1
. 1 /2>4+z+1-3 ) 1 /2?>+z-2 . 1 /z—1)(x+2) ) x+2
= lim ( ) = lim ( ) = lim ( ) =lim —— =
z=lgxg—1\ x24+x+1 e—lzx—1\a2 +2+1 e—=lx—1\ 22+x+1 s=lg2 4+ +1
40. lim z+ vVz2 -2z
Tr— —0Q
I (x + Va2 —2z)(x — Va2 — 2x) y 2x I x 1
= lim = lim ———— = lim —m— =
T——00 x— a2 -2z e=—00 g — /g2 —2x ro-ol—/1-2/z
41. lim V22 +x—=x

42,

T—00

. (Ve tz—2) (V2 + ) . x4z —2a? . x . 1 1
= lim = lim ——— = lim —— = lim —— = =
z—00 Vil fx+a e=o0o\/r2 fx+x  weoo/p2 fxtx e I41/z+1 2

lim

x
=00 /32 — 21

N S i

Rl |
Tr—r00 y/$2_21‘ l/l‘

1 1
im ——= lim ————=
T—00 /I2I_221 T—00 «/172/.%
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43 Tim zIn(1 + sinx)

z—0 1 —,/cosx

~ fim zln(l+sinz) 1+ +/cosz
250 1—+/cosz 1+ /cosz
lim zIn(1l +sinz)(1 4 y/cosz)

multiply conjugate of 1 — y/cosz

z—0 1—cosz
In(1 i 1+ 1 5
— lim 2 n(l+sinz)(1 + veosz) o cosw multiply conjugate of 1 — coszx
z—0 1—cosz 1+4coszx
. zIn(l+sinz)(1 + y/cosz)(1 + cosx)
= lim
=0 1—cos?x
_ (14 y/cosz)(1 + cosz)In(1 + sinx)
— 50 sin®
In(1 + si
— lim -2 (1+ vcosz)(1+ cosx)w
z—0 sin sinx
. . . In(1 +sinz) - L
= ( lim — ) ( lim (1 + v/cosz)(1 + cos m)) ( lim 7) all the bracket has limit so we can distribute
z—0 sInx z—0 z—0 sinx
In(1+1¢
= (1w o) (@ + VD@ + 1) (1 2D £ 0 > sine 0
z—0 % t—0 t
_ 4
T . sinz
lim
x—=0 X
4
= - = 4
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2.5

10.

11. lim

12.

. lim

i

L’'Hopital’s rule

$2

z—0 Insecx

lim

1—>OOIQ+22+32++I2
et —2t—1

lim ——

t—0 — cos(3t) + 1

lim In(1—2)+x+ 2%/2

x—0 {L‘B

lim v/e2® +4e* +3 — €

T—00

lim x(l — cos (%))

T—00

. t2+2In(cost)
m 2R
t—0 4

. tanx —sinx
lim ——
z—0 x3

13.

14.

15.

16.

17.

18.

19.

20.

21.

22,

23.

24.

lim sin (%) (\/ % 4+ 513 — x2)

r—r00

. de® + 2T sin(3eT)
lim
z—=oo  3eT 4 Te % + 5

lim |:€2 In(2 4+ x)% sin x}

x—0

lim <z+1>x

r—oo \x — 1

. sin(2x — 2)
SR =

5093 2024z
lim (2024 + )
x

x—0

) 3e2T 4 T — gt
oy00 4627 — Bt 4 28

(x5 %) lim sin (sin(t — 3))

t=3 2t + /5t +1—10

2 @021y 42
(% %) lim 5t%sin”(Int*) 4 4t

t—0t t—\t+4+2

1
lim xln(x—i— )

z—00 x—1

Ilg& zln ( sin x)

lim Isin T
z—0t1

(try also without using L'Hosptial rule)
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2.6 L’Hopital’s rule solution
2

1. lim
z—0 Insecx
2 0
li — -
mlino Insecx 0
L.H. .. 2z
= hm secx tan x
I_>O secx
L.H. . 2z 0
=" lim — =
z—0 tan 0
L.H. 2
=" lim
L z—0 sec? x
=" 2 lim cos? z
x—0
=2
1
2 lim 2
rz——121° + 1
r+1 . 0
r——1 1’3 —+ 1 0
L.H. 1 _ 1
21322 3
In(1 3
3. lim M
z—0 x — sin(x)
. In(1+23) 0
lim ———= - =
z—0 r — sin(x) 0
x2
LH gy 1E2®
z—01 — cosx
. 22
= lim im
z—0 1 —|—:E3 z—0 1 — cosx
li z* — 0
= lim —
z—=01 — cosx 0
2
LA lim — A 2
z—0 SIn T
3
T
4. li
2o0o 12+ 22 + 32 4 -+ a7
I x> L,
im —
=00 12 422 432 4 .- + 22 00
3
= lim g using formula of sum of quadratics (not trivial)
z—oo0 1 3 9 9 B )
3 (Jc + 233 + Gm
=3
22t —1
5 lim e -2-1
t—0 — cos(3t) + 1
Coerr—2t—1 e—0—-1 0
lim ——M— — =
t—0 — cos(3t) + 1 1-1 0
LH . 2e*—2 2—-2 0
= lim ———— —_— =
t—0 3sin(3t) 0 0
L.H. .. 4% 4
= lim —m— = —
t—09cos(3t) 9
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In(l1 —z)+x+22/2

6. lim
z—0 .133
lim In(l1 —z)+x+22/2 _>9
x—0 IB 0
-1
— +14+x
Wy e T2 0
z—0 3,’1}2 0
-1
g R ) i ! — v
z—0 6x 0
_=2 _ 1
LH .. (1—z)3 -
lim ——— = —
TN 6 3

7. lim \/m-k?)—ex

T—00

acli_}n;@x/e%”—|—4e’”—|—3—e'qc — 00 — 0
— lim 621+46m+(376m).ve2z+4eﬂﬁ7(3*ez)
e i ke — (3_en)
. 2% 4 4% — (3 — )2
z—00 /€22 | 4eT — (3 — e?)
€2 + 4e® — (9 — 6e” + e2?)

= lim
T—00 \/m — (3 — 6‘”)
) 10e* — 9
= lim
z—=00 | [e2%(1 + 4e=7) — (3 — e7)
. 10e” — 9 1/e*
= lim :
200 ¢2\/T+ de=—% — (3 —e¥) 1/e”
. 10— 32
= lim c
10

8. lim x(l — cos (1)>

T—00 X

1 —cost
= lim o8 change of variable t = —
t—0 t
LA g S0
t—0 1
0. lim t2 + 21n(cost)
t—0 t4

. 1>+ 2In(cost) 0
lim —mmM———= — =
t—0 t4 0
LH. - 2t+2—sint 0
e 1 cost _
50 4¢3 - 0
L.F I 2 —2sec?t _>0
=T 122 0
L.H. .. —4sectsecttant . —4dsec?ttant 0
=" lim = llm ——+—— — =
t—0 24t t—0 24t 0

. —8sectsecttanttant — 4sec?tsec?t -1

= lim ——

T -0 24 6
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tanz —sinx

10. lim
z—0 333
. tanx —sinx _)9
LH. sec?z — cosx 0
o ;clir%) 3332 O
L. 2cos® zsinx + sinz 0
=" lim =
z—0 6x 0
sinz 2cos®z + 1
= lim _—
z—0 X 6
. sinx . 2cosPz+1
= < lim ) ( lim 7)
z—=0 X z—0 6
_1
2
1 1
11, lim Y9 E2t 3
t—0 sin 3t
1 } 3—v9+2t
. V942t 3 . 3v9 + 2t . 3—V9+2t . 3—VI9+2t 3+V9+2t
lim ~——— = lim——"——F— = lim ——— = lim - .
t—0 sin 3¢ t—0 sin 3t t—0 34/9 + 2t sin 3t t—0 34/9 4+ 2tsin3t 3+ 9+ 2t
9—-9-—2¢ -2 lim t
= i
t—>0 3v9 + 2t(sin 3¢) (3 + /9 + 2¢ ) 3 15049 + 2t(sin 3t)(3 + V9 + 2t)
-2 . 3t 1
= — lim — .
9 t=0sin3t 9+ 2t(3 + 9 + 2t)
-2 . 1 . 1 -2 1 1 -1
= —( lim —% lim = — . = —
9 |\ t—o0 st =0 /9 + 2t(3 + /9 + 2t) 9\ gy S 3t 3(6) 81
t—0 3t
o Vr—1—+/V2x+6
12. lim -
x5 sin(x — 5)
oV —1—+/V22+6 oV =1—vy/V22+6 Vr—14++/V22+6
lim . = lim - :
2% sin(@—5) 255 sin(@—5) N ERV
= lim (w—1)—v2r+6
=5 gin(x — 5) (\/x —1+vVV2zx+ 6)
~ bim (r—1)—+v2x+6 (-1 +V2+6

Iﬂ5bln(a:—5)(\/1f+m) (x—1)+\/m
(x —1)% — (22 + 6)
(Ve -1+ 2x+6)(m—1+\/m)

= lim
x—5

SlIl T —

. 2 —4x -5
= lim

5)(
xﬁssmx—5(\/m7+\/ 21 + )(m—l—&—m)
I

(x=5)(z+1)
Ve —1+ 2x+6)(x—1+\/m)
. z—95 z+1
il_r’l}’sm(x_‘r)) . (\/x—1+\/\/2x+6)(as—l+\/m)

= lim
T3 sin(x — 5)

w5 sin(z — 5) | \ @5 (,r_H m) (33— 1+¢m)
6 6 3

VIV (14 Vi) B8 T8
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13. lim sin (%) (\/ x4 4+ 53 — :E2>

T—r00

2
lim sin (f) (\/954—1—5363—962) —0- (00— 0)
2 Vat 4 523 2
= lim sin (—) (\/ x4 + b3 — x2) VBT HT  remove square root
T—00 x Vat 4 523 + 22
i . (2) xt + 523 — xt
= lim sin(=- )| ——
T—00 x/ \xt + 5x3 + 2
(2 513
= lim sin (7)
z—00 v/ \Jxt(1+5/z) + 22
. 2 53 1/2?
= lim sin (7) . 5
T—00 /) 22\/1+5/x+22 1/x
. (2) ST
= lim sin(=)|——
200 v/ \/14+5/x+1

5( . . /2 2/x
= 5 <wli>ngosm (;)x . M)

1 i 2
= 0 lim “-% = 5 substitute — =u
2 u—0 u T
=1
x 21 o3 —x
14, lim 4e® + e** sin(3e™7)
z—oo  3eT +Te "+ 5
. 4e® +e*7sin(3e?) . 4e® +e*Psin(3e7®) 1/e”
lim = lim .
z—oo  3eT 4+ Te™% +5 z—oo 3eT4Te 45  1/e?

. 4+ e”sin(3e?)
= lim
z—00 3+ Te 2% + He=®

44 lim e”sin(3e™7)
TrT—00

3+ lim 7e %% 4 5e "

T—>00

44 lim e”sin(3e™7)

T—r 00

3
sin(3e~%)

4+ lim

T— 00 e

3

443 tm SRGY)
T—00 3e—*

3

sinu

4+ 3 lim
u—0 u

3

Wl

15. lim [62 In(2 4+ :17)% sin x}

z—0

lim {62 In(2 + m)% sin x}
z—0

1
e? lim [f In(2 + z) sin x}
x—0 Ly

= ¢?lim [111(2 + )

sinx]
x—0

= ¢? [ lim In(2 4+ x)} [ lim smx}
xz—0 z—0 I

= €’In2
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16.

17.

18.

19.

. x4+ 1\
lim ( )
z—oo \x — 1
1
1\ 1 “N\T
lim (x+ ) = lim (m—l— L)
z—oo \x — 1 z—oo \x — 1 l
x
x
()
= lim =
z—00 (1 _ %)
1\z
tim (1+-)
= IZx T — limit of quotient = quotient of limit if the denominator # 0
lim (1 — 7)
T—r 00 a
B e
- 1\ —z\ -1
lim ((1 - f) )
T—r00 x
B e
- 1\ —=\ -1
(0 0))
Tr—r 00 x
e
= . T =1 let y = —x
( lim (1 + *) )
Y—00 Y
€ 2
= ej = e
. sin(2z — 2)
(o) ey — a7
with L'Hosptial’s rule
lim sin(fx —2) — lim 2cos(2z — 2)
z—=1 2 —1 z—1 2x
— lm cos(2z — 2) _ cos(0) 1
r—1 x 1
without using L'Hosptial's rule
in(2x — 2 in(2¢
limM = 1msm( ) lett=x—1
1 x2—1 t—0 t(t + 2)
in(2¢ in(2¢
= lim (sm( ) — sin(20) ) partial fraction
50\ 2t 2(t + 2)
in(2 in(2
_ (lim sin( t)) B (lim sin(2t) )
t—0 2t t—0 Q(t + 2)
sin(0)
- - (0) -
- (3
5093 2024z
lim (2024 + )
z—0 x
2024z 2024z
202 202
lim ( 2024 + 2023 = lim 20242924 ( 1 4 023
z—0 xT z—0 2024x
9023 \ 20247
= | lim 20242°%%* ) . lim ( 1+
z—0 z—0 2024x
92023 \ 2024
= 1-lim (14—
250 ( * 202435)
1) 20% 2024
= (1 * t) "= 003"
N 2023
= (hm (1 + ) ) = 202
t—0 t
. 3e2® 4% — gt
lim
zo0 4e2T — Fe 4 24
3e2% 4 e — gt 3+e—zte™? Ly 3+0-0 3

im — I
z—o00 4e2% — He® + 2x

= lim
z—o00 4 — He~% 4 2xde—22

= lim —— =
z—00 4 —04+0 4
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20 i sin (sin(t — 3))
- (o) 153 2t + /5t +1— 10

[ Sin (sin(t —3)) S0 (sin(t—3))  VEEFT+(10-20) sin (sin(t — 3)) (v ot+1+10- Qf)
11m = 111 . = lm
=3 /Bt + 1 — (10 — 2t) 53 /Bt+1— (10— 2t) /BE+ 1+ (10—2t) i3 5t +1— (10 — 2t)2
sin (sin(t - 3)) (VL +1+10 - 2t) sin (sin(t - 3)) (VL +1+10 - 2¢)
= 1 = 1.
153 —4t% + 45z — 99 153 —(4¢% — 45t + 99)

sin (sin(t — 3)) (\/ﬁ +10 — 2t)
—(t —3)(4t — 33)

sin (sin(t — 3)) - sin(t — 3) - (\/5t FI+10— 2t>

= 1.
153 —sin(t — 3) - (t — 3)(4t — 33)
_ g S (sin(t—3)) sin(t—3) bt+1+10—2¢
¢33 sin(t—3) t—3 —(4t — 33)
. sin (sin(t — 3)) . sin(t —3) . VBt+14+10—2t 8
= lim ———————~ lim ———= lim = —
t—3  sin(t — 3) t—3 t—3 t—3  —(4t —33) 21
=1 =1 =8/21
2 32 2
21 (% 54) lim 5t? sin” (In %) + 4t
t—0t t—\t4+4+2
_ 5t2sin?(Int?) + 4t . 5t?sin*(Int?) +4t (t+2)+ i+ 4
lim = lim .

t—0t t—t+442 =0+ (t4+2)—vVt+4 (E+2)+Vt+4
(5t2sin2(1nt2)+4t) (t+2+\/t+4)

= lim

vt (127 —(i+4)
t(5t sin?(In t2) + 4) (t +24VET 4)
= lim
t—0+ 224+4t+4—-t—4
t<5t sin?(In t2) + 4) (t +24 VT 4)
= lim
t—0+ t2 + 3t
(5t sin?(In2) + 4) (t +24+ Vit 4)
tan(gl‘*' t+3

We can't proceed so we need some special trick: we know 0 < sin2(1n t2) <1

4(t+2+viTa) < (5tsin(lne2) + 4) (¢ + 2+ v+ 1) < (5t +4)(t+2+ ViTA)

t+3 - t+3 - t+3
Hence
4(t+2+\/t+4) <5tsin2(1nt2)+4> (t+2+\/t+4) (5t+4)(t+2+s/t+4)
lim < lim < lim
t—0+ t+3 t—0+ t+3 t—0+ t+3
which gives
4(2+vA) (stsin®(ne?)+4) (t+2+viFd) 42+ V4)
—2 < lim <
3 t—0+ t+3 3
By squeeze theorem
(5t sin?(In £2) + 4) (t oy 4) 16
li -
i50% t+3 3
22. lim zln (x + 1)
T—00 rz—1
1 1 1) —In(z — 1 et 272
lirn;tln(ij ):lim n(@ + )1n(ac )L:Hlim w:hm¥:2
T— 00 r—1 T—00 1 T—00 = z—oo (x 4+ 1)(z —1)
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23. lim xln(sinx)

z—0t
. S lim —xzcosxz
. . . In(sinz) g 5L . —x%cosT Lot ° 0-1
lim xln(smx): lim ——— = lim *&% = lim - = - =—=0
z—0t z—0t = z—0t — z—0t sin x . sinx 1
@ z lim
rz—0+t X
24, lim z%*
r—0t
_ . 2
. ) Inz rug x ! —sin’ x
In ( lim 9:“””) = lim Inz*"* = lim sinzlnz = lim = lim —— = lim —
z—0+ z—0+ z—0+ z—0+ CSC X z—0+ —cSscxcotr  z—0+ T COSXT
. sinx . sinx . . i
= — lim —tan:r:—( lim )(hm tanx)z—l-l-OzO — lim 2%"% =0 =1
r—0t+ T z—0t X z—0t z—0t
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2.7 Differentiation

L (175305 20. aezcosx
x
2 dizx2 21. % xsinx
x
d d 1,3
3. — 4V —22 -7 -
do Ve 22 drlnz
d d z+1
4. —a% — 4a° o3 L XT L
d” ’ 3 dr 22 +1
d i
5. —Tz++x d Vz
dr 24 dzlnzx
d 3 d
6. —4x —x? o5 4 cosw
dr " dxsinz
d 1 q
v @Mﬂ 1z 26. a(ga,=+1)7
d d
8 £x+x2+x3+x4 27. a(z2+1)2
d , .
O B2V 28. = cos(a® +1)
d d 2
10. —2/z(Tz — o o,
0. gp2vete =) 20. e
d 2 d
o 30. % tan(s? 1))’
12. d (z+2)(2z - 3) 31 iﬁ(2x+1)4
dx 4x5 dx
d
d 2 2 - 2x,.2 2
13 Sopd e T S0 32. @+ 1)
dz q;2
d (tan(z? —1))3
d /o 33, — LA =)
14. am = .
d . - d, , 23+ 1\ 1/2
15, sin(Ve) +a’e . 2T
a3 /. 5 ) . ‘ L oy
16. $(631+Sin(2x)+§0+13x5) 35. Given ¢/ +siny = 32” — 20, find 7
e 36, L (1 - s
17. o Inz e n(l —sinx)
x
d o ® (5t sin(a? -1 2 M
18. dz° (x+1) 37. @(m + sin(z* cos ) + tan~" (Va2 + 1) + 3 )
d d
19. a\/flnx 38, @x
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2.8

1.

N

o

o

~

©

10.

11.

12.

13.

15.

16.

17.

18.

19

20.

21.

22,

23.

24.

25.

d
. —x+x2+x3+x

Differentiation solution

d
— 5P
d:vx

d

942
da:x

d 1
2y -
dzx Vet 4y/x

4
dx

d

- —(3+2vx)?

dx

Lo Va7 - 2?)
— 2z (T — x
dx

ix—i—aﬂ

dz +x
d (z+2)(2x —3)

dz 4a5

—223 — \/z + x>0

3

20

d
ax?’ Inx

d
d
—VzInz
dx
aew Ccos T

—/xsinx

dz

d 2®
dz Inz
i z+1
dez?2+1

d v

dz Inzx

d cosz

dz sinx

— (63”” +sin(2z) + L1328

2524

14 22 + 322 + 423

d
£9+6\/§+4x:6x_%+4

1
cos(x1/2)§x71/2 + 2ze” + x%e”
27¢3% — 8 cos 2x + 322 + 78
322 Inzx + 22

eEf(r+1)+e" =€"(z+2)

Inx 1

ENCRVC:
e’ cosx — e”sinx = e”(cosx — sinx)

%—l—ﬁcosx

3zInz —23(1/xz)  2*(3lnz—1)
(Inz)? N (Inz)?

1-(2?24+1)—(z+1)2x —a?—-22+1

@+ @y

ﬁ Inx — (z+ 1)z
(Inx)?

—sinzsinx — cosx cosx -1 9

sin® sin®
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26.
27.
28.
29. —e”

%(tan(m2 —1))3

d 1
@\/5(233 +1)

30.

31

d
32. aeh(xz +1)?

d (tan(z? —1))3

=722 +1)52 = 14(22 +1)8
2(z% +1)2x = da(2® +1)

—sin(x® 4 1)322

2
e® 2z

3(tan(x? — 1))? sec? (2% — 1)2x

(2z+1)3
2z

2e** (2% + 1) (x + 1)?

(18z +1)

6z (tan(z? — 1))%sec?(x? — 1) + (tan(z? — 1))3

33. —
dz x x?
34 d( 2 1)(x3+1)1/2 ( T )1/26x5—2x3+3m2+1
(2 =
dzx x 3+ 1 2x2
. d
35. Given €Y 4+ siny = 323 — 2z, find Y
dz
dy dy 2 dy 2 dy 922 -2
y = — =97 -2 <= (e =92" -2 = ——=—-—
dzx + cosydx * dx(e + cosy) v dz eY+cosy
36. L In(1 - sina) —omT
. —=In(1 —sinz —_—
daz? (1 —sinx)?
f= —& chain rule
1 —sinz
o= (1 —sinz)sinz — .(— cosx)(— cosx) quotient rule
(1 —sinz)?
_ sinz — sin? z — cos? x
B (1 —sinz)?
_ sinx — 1
(1 —sinz)?
_ -1
1 —sinz
1) (—1)(—
o= ( ()1(_ s)i(nx(;)s 7) quotient rule
B —cosx
(1 —sinz)?
. _1 In(7¢e%/2)
37. @(m + sin(z” cosx) + tan~" (Va2 + 1) + T)
f ex® ! + cos(x? cos x) (235 cos x — x° sinx) + ;1(1 + 22)7 122y
1+ (Va2 +1)22
T 1
= ex® !+ cos(z®cosx (Zx cosx — x° sinx) + —
( ) 2422 /1 + 22
d
38. —=z°
da:x
/ xr x xr
y=2° <= hy=¢"lnz = e—+ezlnx = y'zy(e—Jrexlnx)zezlnz<e—+emlnx>
x x T
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2.9 Feynman'’s differentiation trick

d "% cosx
“dxr e3* 45
T _Ccos 2

il (secx)

w

d (1+ 22)3(4x — 5)8
" dr (7Tr + 8)?(10x — 11)12

d 72+ 3z)%(2% — 2)3
dr (2 + 4a3)3 (62)3

cos T

d
6. @(secx—ktanx)

! / /

u w
a— +b—4+c—+...
U v

w

4ot 1) et (zt +1)*

"= (1+(*+1 -=
f <+n(1’+)+x4+1 -

T

3z sinz oq 0

)m
e3* +5/ e3® 45

, sinx
ff=(coszlnz+ —— —tanx —
x

= (E — 2sin 2z + Insecx + x tan x) 27 e 2% (sec 1)®
x

(1+ 22)3(4x — 5)°
(T + 8)2(10x — 11)12

2z 4 7 10
6 -9 —12
1—|—$2Jr 4x —5 Tr + 8 10z — 11

f=

, T(2+32)% (2% —2)3

B 3 20 -1 11+122° 36|
(z + 423)2 (62)2

3 _ e
2+3:E+ 22—z 21’+4x3+2x

(secx + tanx)cosx(l —sinzln (secx + tanx))
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2.10 Integration
2.10.1 Polynomial

1

N

w

~

(S}

©

10.

11

12.

13

14

15

16

17.

18

19.

20

21.

22.

23.

24

./1da:
./JU+.172+173dJC
./x376x2+12dm
1 -
./\/Eff2+4v:v3dw
T
/2\/5+idx
. NG
3 3
. /14$4—@d$
1
./6\/1‘3— —dx
2x°
2+ 5x
/ 573 dz

. /\/5(4 —2) dx

212

/ (2 +DEe-1)

20
) /2\/5(24—3:2)@6
/(1+2\/5>2dx

23

_ / (32 + 1)2dz
./4(2:1:+1)5dx

[ otz -z

| / \/%dx

[ 150 20) s
[ 5

| /02(2:1:1)(3x4)dx
/13x2+ijdx

2 (2.2 92
/ 3z —2) da
1

x2

5
15
/ 2@ — —2dx
1 T

: /14 Vz(bx — 3)dz

x4+ C

1 1 1
§z2—|— §x3+ Z:::4+C

1
1x4 —23 + 122+ C

-1 1 1
- —+—+C
222 6x3+8x4+
4 7
20\/:E+?x2+0

1 4 _:
—Zx_Q — gx_% —2r7t 4 C

1

9(3x—|—1)3+0

1
g(2;z:+ n°+c
(4z — 3)% +C

4/3z+1+C

18
11
12

48
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2 9.5
25./ 20434y 9
1 X
° 1
26. / 3vz — —=dzdx 8V
1 vV
1
4
27. / (2 + Vx)?dx 13
0 6
4 4
28. / 3\/5——dx:a\/§,finda a=2
3 vz
3 4
29. / 2x2+3x+adx:§,finda k=—14
1
2
30. / (34 2v/x)%dz = a + V2, find a,b a=7b=16
1
2.10.2 Fraction
-3
1. /x dz z+5njx -8+ C
z—38
2. /Zx—de 20 —Thn|z+ 2|+ C
T+ 2
3z —1
3./ a dz 3z+2zln|z -1+ C
z—1
3—x
4./ 1dx —x+2njz -1+ C
Tz +3 1 7
5. /Qx—ldm §x+iln|2x—l\+0
3x+1 3 5
6. /Qx—ldx §x+iln|2x—1\+0
7. /7w+3dx r+In|7Tex—4|+C
Tr —4
8. /x—i—adx x+2Injx—al+C
T—a
b b
9_/ax—|— dz x+2-Inlax —b|+C
ar —b a
10./ax+bdx acx+(bc—ad)ln|c:c+d\+c
cr+d 2
2.10.3 Trigonometric
sec 0 + tan
1. Show /sec9d9:1n|se09+tan9|+6’ by considering /sechﬁz/secem
secd + tan 6
1., 14sinf 50
2. Show /sec9d9 = fln;bm + C' by considering /secHdH = /L_Qde with substitution u = sin @ and partial
2 1-—sinf 1—sin“0
fraction.
3. /Qtanzxdx 2tanz — 2z + C
2sinz
4./ 5 dw 2secx + C
cos?

5cot? z dz —5cotx — b5x + C

2 4+ 2tan® zdzx 2tanx + C

6. /smx 1+ sec? z) dz secx —cosz + C
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

10sin 22 dx
4cos 3z dx
6 cos 2x dx
8cos2x — 12sin 3z dx
T T
s N — d
cos 1 =+ sin 5 T

cos(5 — 2z) dx

[\)

Q
o
@
N
8

tan 2x sec 2x dz
csc?(3z + 1) dz
12sec?(2x + 3) dx
tan 3z dx

cot kx dx

1-+sinx
cos? x

tan? z dz

sec 2z sec x dx

\\\\\\\\\\\\\\\

2.10.4 Substitution

1.

o

8
+ | =
g
[ |-

\‘

©

10.

ez + 6230 +63z d.’E

[N}
8

o,

8

ot
8
—~
8
no
|
N’
'y
ol
8

—5cos2x + C
4
—sin3x + C
3
3sin2x + C
4sin2x +4cos3x + C
4sin§ —2COS§+C
1 .
~5 sin(5 — 2z) + C
2tanx + C
1
—sec2x + C
2
1
—3 cot(3z +1) +C
6tan(2z +3) + C
1
§1n|sec3x\ +C
1 .
Eln\smij\ +C
secx +tanx + C
tanx —x + C
—2cosx + C

1 1
€m+§62I+§631+C

1
_~ om
In2 +¢
1
1n|x+1|+§ln\2x—1|—ln|2—x\+C
L 5
—(z* -1+ C
2
vz —-7+C
1 i
— -4 o
1 2
—(Inz)*+C
2
1 2

In(3* 4+ 1)

In3 +C

iln(mc4 +2)+C
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11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

4—3:3

xr2 —

=

/=

[+
=
|7
| i

I

[

/

2ax +b

ax? +bx+c dz

4””+4

xlnx

3.’L‘6

/

/(2x+1)($2+x+ 1)dz

/45(233 ~1)de

/3x2(4 — 22332 dx

=

/de

/ sin 2z dz

/ 4sin® z cos z dx
sin z cos? x dz

tan? z sec® x dz

(1+ tanzx)dx

dx

/
/
/
/
|
| s

cos? ztan®

1
——In|4 -3+ C

3
2In|2* — 1|+ C
In|l+2* +C

2In|2? — 10| + C

In|z? + 62+ 1|+ C

In|az? + bz +c| + C

In(47 + 4)

C
In4 +

In|In|z|| +C
3
56 +C

3
§ln|62m—1\+0

2V 4+ C

1
5(gc2+ac+1)2+c

1
g(zgc2 —1)?+C

1
—=(1- x2%)%/% 4+ ¢

3
2

S(vEen) s
WV +1+C
1
——cos2z +C
2
sinfz + C
1 3
oS C
3(:05 x +
1 5
gtan z+C

3In|tanx| + C

(1 +tanz)?
2

2Vsinx + C

+C

3tan® x
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36.

37.

38.

39.

40.

41.

42,

43.

44,

45.

46.

47.

1
48-/W

/(3362 + 1) sin(2® + 2) dz

COS T

Vsin® z
/ cosxVsinzdzr

sinx — cosx
——dx
SInx + cosx

/de

dx

ST cosx da

e SlIl

r+e”®

5 dz using = = tan6

/
/-
J
!

1
—d
/1+m2 v

dx

sin®
cos? x

Let ¢ = tanx thus dt = sec? zdx

sin? z
cos? x

dr =

in 2
sin xdx

/

Let cosx =t —> sinzdz = dt

cos? x

1
—_——dx
NCWCESE

Let z = t2, then dz = 2tdt

| = [ &

dx

6(u—1)°
u=vr+1 = /(u(— 1)2)u5

t:c—tan9 = dz = sec? 6d0

_/ 1
"~ ) 1+tan?

/sin2xsec2xdx = /SiHQIdt
1
fG-

t—tan 't+C =

sin 2x

/

sin 2x

cos? x

/

cos? x

—cos(z® +x) +C

2
Vsinz

2
g\/singac—i—C

+C

—In|sinz + cosz| 4+ C
sin(lnz) + C

eSinT | o

—cos(e”) +C

de =e¢ +C

. .
u:e”ﬂ/e”e dac:/ec”ee

sec? 6

——df = dd = 6
o=/

sec?

tan" 'z

7 sec?0df = /

/(lfcoszx)dt /(17 se(:12x) de

1 dt
—)dt = (1—7>dt:/dt—/7
1+tan2x) / 1+¢2 1+¢2
tanx —x + C
:Q/Sinx;:osr xzz/sinz da
cos? x Ccos T
1
2/Edt:21n|t|+C:2ln|cosx|+C
2t dt 2d¢ —2 -2
t+1)2 /(t+1)2 t+1+ \/EJFIJ'_

(u—1)°
ud

3 2
— -1
/u 3u r—i—3u u

du

9 6 3
TWETDE T (a1 2+ D)

+C
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S 1 /2 d6
49. Show / ——dz = / ———— using x = tanf
0o (x4 V14 2x2)? o (sinf+1)2 &

Let z =tanf, =0 — 6 =0and z =00 = 0 =m/2

/°° 1 1 /”/ 2 sec2 0 df /”/ 2 sec20df /”/ 2 sec20dd
. dr = _ _ _ seecvdy
o (z+V1+22)2 o (tan@+ V1 + tan®0)? o (tan® + Vsec? 0)? o (tanf +secf)?
1
_ /71'/2 m dé _ /71'/2 de
0 (sin() 1 )2 o (sinf+1)?

cos)  cosf

2.10.5 Trigonometric substitution

dx, use x = 2sin 6

V2 22
1. v
/0 Va4 — 22

r=2sin0 — do=2cosbdf, w€[0,v2 — 0¢€[0,7]

V2 2 /4 s 2 /4 i 2 /49 2 w/4
/ zidx:/ ﬁd@:Q Md0:2/ MdQ:Q/ sec — cos6df.
0o V4— a2 0 \/4—4sin%6 0 cosf 0 cosf o
w/4
:2[ln|sec9+tant9| —sin@}o :2[ln|sec£ —|—tan%\ —sin%} —2[ln|sec0+tan0| —sino} =2In(vV2+1) - V2

1

1

2./7dx, use £ = tan# and cos 260 = 2cos?f — 1.
o (L+22)?

r=tanf = dx =sec?0df, z € [0,1] = 0 € [0,7/4]

1 /4 2 /4 .2 /4 /4 w/4 .
1 0 0 1 1 260
/ 7dx:/ Smizda:/ &daz/ 7d0:/ cos29d9:/ R
o (1+22)2 o (1+tan®0)? o sectf o secZf 0 0 2

0+ Lsin20y7/
:[ﬂ}o4zﬁ+i.

3
2 1
3. Show/ (77d;v:1+7, use £ = 3tand
0

94 22)2 8 4
2
1 — V2
4 Show/ dx = V3 \[ use z = secf.
vz r2vVr? -1 2

! 1 1 1
5. Show ————dor=—,usex = — tan¥
0 (1+322)2 2 V3

1
1
7. Show/ %dxzﬁ, use x = 2sinb,
0 (4

1
8. Show/2 ;dx:ﬂ—\/g, usemzﬁtane
o 4x2+3 36 2

2 /2_1
9. Show/ Iidx:\/g—l—l,usex:cscﬁ

2
10. Show/ V16— 22 dz = 4”;36\/3
0



AICE1004 MadBookPro by Andersen Ang — 69

w/4
11. / v/ 2 — sec? x sec? xdx, use u = tanzx.
0

/4
/ \/2 — (1 + tan® ) sec® xdx
0

w/4
/ V2 — sec? z sec? zdx
0

/4
/ V1 — tan? z sec? zdz
0

1
/ V1 —u2du
0

1 . .
1 area of unity circle

12. /sinxcosm\/i’) —cosxdx, use u =3 — cosx

/sinxcos:v\/S—cosxdx = /(3—

2.10.6 Partial Fraction

1./

o

=~

®

©o

10.

11.

12.

13.

14.

15.

==
Ja=s
Pt
| #an
/
/
/

1
(z+1)(z +2) dz

= 2)?2 ") @
(z— 2)2(x b
2+ a:)3(1 4
(= + ?){22 @
(@ _5133 (_53;7 —y
;Zf - i) dz

3z — 1

x272x7

x+
972 —

Tx — 19
dx
2 —2x —15

x2(x —1)

22 +5x—1d
x
3+ 22 - 22

22+ 1441

2+3)(z -5z +7)

1022 — 23z + 11
2 —3z)(2z — 1)2

dx

dz

w)ul?du =

2372 —

u = tanz, du = sec® xdx,z € [0, %] = u€0,1]

-2
2r —

1

2 2 .
3“5/2 +C=2(3—cosz)¥? - 5(3— cosz)”? 4+ C

‘x—i—l
n
T+ 2
ln‘SJ:—Q

r— 2
ln‘x—él

xr — 2
24z
1—=x

In
1
§ln|2x— 1] —

21n |5z — 3|

+C

+C

+C

+C

In|z+1|C

—Inlz -1+ C

2Injz — 1| =5In|z|+ C

1
51n\2x+1|+1n|x—2\+0

2 1
§ln|3x71\f§ln|3x+1\+c

S5ln|z + 3|+ 2lnjz — 5|+ C

1

-1
f—&—ln‘x

1
2In|x — 1|+ =

T+ 2

x2—2x —15

ln‘
z+7

+C

+C

+C

1 1
—gln|2—3x\—§ln|2x—1\+0
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25+t +2
w4+ —r-1

16. /

/

2.10.7 By parts

1. /lnxdx

u=Inz

V=2

2rsinx

-/

cosS x

Then

b+t

+2

Oyt —t et — 2422 -2

3

+a22—x-1

o rat+2

4+ —x—1

=
=

2rsinz

1
du = —dx

T
dv =dz

=

2z
1/2
cos? x

u

T dx

R |

(% + 2t — 2% — 2?) + (23 + 22 - 2)
d+a?—z-—1
z® 4 2t — 2% — 22 34+ 22 -2
42—z -1 »4+r2-x-1
24 —r+r—-1-1
42—z —1

242 —x—-1
42—z —1

.132

z—1
3?2 —z—1

2+

z—1
B —
rz—1
(z+1)*(z—1)
1
(x+1)2

/<x2+1+ﬁ)dx

22+ 1+
2?41+

24+ 1+

1
/lnxdmlenx—/wfdx:xlnx—x—i—(?
T

du
dv

2dz
s
inx d

cos3 x

T

/

. /Jccosxdx
4. /me%dx

5. / 6xe®” da

6. /25:E Inxdx
7. /cosgxdx

8. /sin2xdx

9. / 212 dz
10. /e sinx dz
11. /x 2% dz

cos3 x

cos?

-/

cos? x

—tanz + C

— / sec? zdzr =

cos? x cos? x

u=x,dv=cosxzdr = v =sinz, /xcosxdx:xsinm—/sinxdx:xsina:—i—cosa:—i—C

1
5 111(372

x

1 1

ixe% Ze% +C
3x 2 3x

2xe ge +C

52°Inz — 2%+ C

xr + sinzcosx

c
5 v
T — ST COST —‘,—C
2
)+ ———+C
Tt et

—(sinx —coszx) + C

2$
n2

(=

2
In??2

2x

- )+C
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2.10.8 All-together / harder
1. /esmm sin 2zdx, solve it using three techniques together: double angle formula, change of variable, and by parts

by double angle formula sin 2z = 2sinx cosz

/ e sin 2xdx = 2 / e % sin x cos xdx

/esmm sin 2zdx = 2 / ettdt

u:t:du:dt
v = ¢ dv = eldt

Let ¢ = sinz, then cosxdxz = d¢ and thus

Now we do by parts: let

Now we have
/esinw sin 2zdz = 2/vdu = Quv — Q/Udu = 2tel — Q/tht = 2te! — 2et + C

Lastly
/esmm sin 2zdz = 2sin ze®™® — 2¢807 4 O

3\/§ 1
2. /1 2251 1) l)dm
1

, 1
u =23, du:gx*2/3dx =  mpde=3du, zell 3V3 = uwell, V3
X

3V3 V3
1 3 V3 T T T
-~ dr = — "  du = 3tan ! ‘ —3-_-32 = =
/1 x2/3(22/3 4+ 1) v /1 (u? +1) “ 3tan “I 33 34 4

5
3. / (3 + 2" cos x)da

-5

5 5 5
/ (3+ 2" cosx)dx = 3/ dx—l—/ 2" cosazdz = 30
-5 -5 -5
(S —

=0 odd function
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3.1

10.

11.

Analysis

€ — 0 arguments

. (Review the convergence of sequence) Let {s,} represents a real number sequence {s1, s2, ..., Sn, ... }-

Now we express the definition of convergence for a sequence in R using logical quantifier.
Definition [Convergence of sequence] A sequence {s,} in R converges to a number L € R, in which we say that the sequence
{sn} converges to L, if the following is true

(Ve > 0)(3K e N)(Vn e N)(n > K = |[s, — L| <¢).

(a) How do we read this logic statement? Write down the English sentence of this logic statement. How do we interpret €, K
and n?

11
(b) Using this to prove the sequence {1, Yoy } converges to 0.

2’
1
e Suppose | pick € = T2 What is K7?

1
e Suppose | pick € = 3T What is K7?

12 6 !

(c) Using this to prove the sequence {5, 51 (n:L_ 01 , } converges to 0.
01 2 —1

(d) Using this to prove the sequence {5, 373 72 n 1,...} converges to 1.

A% - p?

(e) Using this to prove the sequence {\/n +1-— \/ﬁ} converges to 0. Hint A— B = A5B

. Prove that lim (3z +5) =35

z—10

. Prove that lim (1 — 4z) = -3
r—1

. Prove that lim (z* +3) =4

rz——1

. Prove that lim 2z =

r—00

. (***) Prove that lim \/z + v —x = 0.5

T—>00

. (Extra) Let {s,} represents a sequence {s1, s2, $3, ..., S }. We consider everything in {s,} are real numbers in R.

In words, a Cauchy sequence is a sequence whose elements become arbitrarily close to each other as the sequence progresses.
Now we express the definition of Cauchy sequence in R using logical quantifier.
Definition [Cauchy sequence] A sequence {s,} in R is a Cauchy sequence, if the following is true

(Ve > 0)(IK € N)(Vn € N)(Vm € N)((m >K)A(>K) = |sm — sn| < e).

. (Extra) Definition [Cluster Points]

(Ve > 0)(Ym € N)(3n € N)((n >m)A(|sn — L| < e)).

. (Extra) Definition [Continuity] A function f is continuous at a point ¢ in the interval [0, 1] if the following holds

(Ve > 0)(Y6 > 0)(Va € R)(p: <8 = |f(z) - f(e)] < e).
(Extra) Definition [Uniform Continuity]
(Ve > 0)(¥6 > 0)(Va,y € [0,1])(Jz — yl < § = |f(@) = fly)| <e).

(Extra) Definition [Pointwise convergence of sequences of functions]
A sequence of functions f, : R — R converges pointwise to the function f: R — R

(Vz € domf)(¥e > 0)(3m € N)(Vn € N) (n Sm o= |fu(z) - f(z)| < e).
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3.2 Solution to the ¢ — § arguments

1. (Review the convergence of sequence) Let {s,} represents a real number sequence {s1, s2, ..., S, ...}
Now we express the definition of convergence for a sequence in R using logical quantifier.
Definition [Convergence of sequence] A sequence {s,} in R converges to a number L € R, in which we say that the sequence
{sn} converges to L, if the following is true

(Ve > 0)(AK e N)(Vn e N)(n > K = |[s, — L| < ).

(a) How do we read this logic statement? Write down the English sentence of this logic statement. How do we interpret €, K
and n?
The structure of the proof that {s, } converges to L is like the following

“Let € > 0"
[A choice for K goes here]
“Let n € N.”
“Suppose n > K."”
[Proof that |s, — L| < € is true]
“Therefore, s, converge to L.”

111
(b) Using this to prove the sequence {1, 2'1'8’ } converges to 0.
1
e Suppose | pick € = T What is K7

For the sequence s,, = and L =0, we want:

2n—1
1 1 1 1 N
. . . 1
Since n must be an integer, we round up n > 6. Therefore, K = 6. This means for ¢ = 7 the sequence

111
{1, 37 8,...} will be within e of 0 for all n > 6.

1
e Suppose | pick € = 3T What is K7
Similar to the last question, we have

21> 31 = n—1>logy(31)~4.95 = n—1>495 = n>595
1
Since n must be an integer, we round up we round up n > 6. Therefore, K = 6. This means for ¢ = 37 the sequence

111
I ithi n>6.
{172’4’8’ }WI” be within € of 0 for all n > 6

12 6 !
(c) Using this to prove the sequence {5, 5T ﬁ, } converges to 0.
! ! 1
Given the sequence s, = i = " = and L = 0, we need to show that for any ¢ > 0, there exists a

(n+1)! (n+1)-n n+1

1
K € N such that for all n > K, we have: ‘ —0] <e.
n+1

1 1 1 1
<e = n+l>- = n>--1 = nz{—lw
n+1 € € €

12 6 n!

2767127...,(—’_1)',...} WI” beWIthln Eofo
n :

1
Thus, we can choose K = { — 1—‘. Then for any € > 0, the sequence {
€

foralln > K.
012 n—1

=Ty Ty ey —— } converges to 1.
2°3°3 n+1

(d) Using this to prove the sequence {

n—1
Given the sequence s,, = " and L = 1, we need to show that for any ¢ > 0, there exists a K € N such that for all
n
L — 1
n > K, we have: [ —1’ < €.
n+1
—1 —-1- 1 -2 2 2 2 2 2
n =2 (n—i—): = = ——<e=>ntl>- = n>--1=n>|--1
n+1 n+1 n+1 n—+1 n+1 € € €
2 01 2 n—1 . L
Thus, we can choose K = | — — 1|. Then for any € > 0, the sequence ¢ =, =, =, ..., , ... will be within € of 1 for
€ 2°3°3 n—+1

alln > K.
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A2 _ B2
A+ B
Given the sequence s,, = v/n + 1 —y/n, we need to show that for any € > 0, there exists a K € N such that for all n > K,
we have: [Vn+1—+/n—0|<e.
A% — B?

(e) Using this to prove the sequence {\/n +1- \/ﬁ} converges to 0. Hint A— B =

Using the hint A — B = ———— we rewrite vVn + 1 — /n
A+ B
Vn+1)2 - (yn)? 1— 1
vn 4+ f\/ﬁ:( n+l) (vn) _nt L .
Vn+1+yn Vntl+yvn Vn+l+yn
1

We need | —————| < €. The expression is nonnegative so we can remove the absolute sign.
' vVn+1+/n P & &

1 1

——— <€ = Vn+1l+v/n>-

vVn+14./n vn €

(This step is tricky) We have two term v/n + 1 > v/n, here we want to write ¢ as a function of n so we want to have only
one term on n. We do so by the fact that v/n + 14 y/n as

1
2Vn+1>vVn+1+yn> =
€

Now we have

1 1 1 1 1
2vVn+1>- — Vvn+l1l>— — n+l>— — n>-—5-1 — n>|—-—1
€ 2¢ 4e2 4e? 4e2

1
Thus we can choose K = { — 1—‘. Then for any ¢ > 0, the sequence {\/n +1-— ﬁ} will be within € of 0 for all

4e?
n> K.

2. Prove that 1in110(3:z: +5)=35
z—
Solution. Let € > 0 be given, we determine the § > 0 (which depends on €) so that

if 0 < |z — 10| < ¢ then |f(z) — 35| <.

We begin with |f(z) — 35| < e.

|f(x)— 35| <e |3z +5) — 35| <€
132 — 30| < ¢
3lz—10| < e
|z —10] < €/3

x) — 35| < e. The proof is completed.

rree

Hence we pick § = ¢/3. Thus, if 0 < |z — 10| < €/3, then |f

—

3. Prove that liml(l —4z) =-3
z—
Solution. Let € > 0 be given, we determine the § > 0 (which depends on ¢) so that

if 0 < |z —1| < then |f(z) — (-3)| <e.

We begin with |f(z) — (—3)] < e.

[f(z) = (=3)] < e (1 —4z) +3| <e
|4 —4x| <e
41—z < e
|1 —z| <e/d

Hence we pick 6 = €/4. Thus, if 0 < |x — 1| < ¢/4, then |f(z) — (=3)| < e. The proof is completed.

rree

4. Prove that liml(x2 +3)=4
T——
Solution. Let € > 0 be given, we determine the § > 0 (which depends on ¢) so that

if 0 <|z—(=1)] <9 then |f(x) —4] <e. (#)

We begin with |f(z) — 4| <e.
If(z) —4|<e <<= |22 +3-4|<c¢
= |2 -1 <e
—= |z+Dx-1)|<e
= |Jr+lllz -1 <e
Now we need to remove the |z — 1|, because this term does not appear in (#). Assume § < 1, then x € (—2,0) and
1<]z—1]<3. Thus |z — 1||lx + 1| < 3|z + 1] < ¢, which < |z + 1| < ¢/3.
Pick 6 = min{1,¢/3}. Thus, if 0 < |z + 1| < min{1,€/3}, then |f(z) — 4] < e. The proof is completed.
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5. Prove that lim x = o0
Tr—r0o0
This is different from the other questions because you cannot write
if 0 <|z—o00| <dthen |z —o0] <€ (this is wrong)
You cannot put oo inside the calculation.
We need to show that for any given M > 0, there exists a N > 0 such that for allz > N, z > M.
Let M > 0 be given. Choose N = M. Then, for all x > N, we have:

c>N=M
Therefore, for any M > 0, we can find N = M such that for all x > N, x > M.

6. (* % x) Prove that lim \/z ++z —z =0.5

T—r00

Solution 1 Rewrite using conjugate

= R OVl RV Y e W Vet SR
NCESV N Vet VE+VE Vet vat e

Simplify the denominator
Vi VE B VE o
R e N N e v i ARV ey R VL 1+ - +1

1 1 1 1 1
We see that as 2 — 00, — — 0. Thus, /1 + — — vV/1+0=1 So, — =-=05
ﬁ ﬁ 1_|_L+1 1+1 2

vz
Now we perform the € — §:
Let € > O be given, we need to find M > 0 such that for all z > M,
Y P
VT+T+ VT
From the simplified form, we have:
1
‘1 —0.5| <e
1+ s +1
Let —i As z — o0, y — 0. We need:
v= Yy — 0. :
1
— — 05| <e
’\/1+y+1 '
Simplify the expression inside the absolute value:
‘ 1 1"2(\/1+y+1)“ 1—yIT+y ‘
VIity+1 2 2(VI+y+1) 2(VI+y+1)
For y closeto 0, v/1+y~1+ % Thus,
1-1+%) | | —% —y
20+24+1)| [22+Y%)| |4+y
1
Since y = ﬁ
_ 1
1 \/51 <€
tE
For large 4+i~4 so:
g x, \/E ~ 4, .
_ 1 1 1
vz
<4 -
1 <6:>\/E< €:>£L'>(46)2
1
Thus, choose M = . Forall z > M,
(4e)?

’ a:+\/5f0.5‘<e
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z+vVr—+r=05
Now we do the ¢ — §:

<~
= WV +u—u)(Vui+u+u)  u?+u—u?
VuZ+u+u

Vet utu
For any € > 0, we need to find M > 0 such that for all u > M,

U
V@l tutu

Solution 2 Here is a better approach: let u = /2 and hence = = u?. Furthermore, for z — 0o, we have u — .

lim vVu24+u—u=05
U—r 00

u

1

1
— — 0.5 <e¢
I+++1
Let y = —. As u — oo, y — 0. We need:
u

1
Lﬂ+y+1_

0.5‘ <€
Simplify the expression inside the absolute value:

‘2<m+1>

1-VITy
2(VI+y+1) HQ(MH)‘

1 1
Lﬁ+y+12‘
For y closeto 0, v/1+y~1+ % Thus,

1
Since y = —,

1+ -}
20+ 4 +1)|

_1
7u1 <€
4+
1
For large u, 4 + — =~ 4, so:
u o .
—tLl<e = — <4de — —
‘ 1 € < 4e u > (46)2
Thus, chooseM:(4€)2. For all u > M,

u\/14+++u 1+14+1
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3.3 Limit: true or false

1.
2.

10.

11.

12.

13.

True or false:
True or false:

True or false:

. True or false:

. True or false:

. True or false:
. True or false:

. True or false:

. True or false:

True or false:

True or false:

True or false:

True or false:

If a,

2
If a;,

If a,,

If a,

If a,

If a,
If a,

If a,

If a,

— 0 and b, is bounded, then a,b, — 0
is convergent, then a,, is convergent

and b,, are divergent, then a,, + b, is divergent

. a
is convergent and b,, — 00, then — — 0
n

is bounded and b,, — o0, then % —0

is bounded and b,, is a sequence that b, = a,, for any n > 100, then b,, is bounded.
— a and b, is a sequence that b,, = a,, for any n > 100, then b,, — a is bounded.

and b, are convergent and a,, < b, for all n, then lim a, < lim b,
n— o0 n— o0

and b, are convergent and a,, < b, for all n, then lim a, < lim b,
n—oo n—oo

If lim a, = a, then lim a,1; =a
n—oo n—oo

If lim a,, = a, then lim as,, = a
n— o0 n— oo

If a,

is convergent, then lim (a,11 —a,) =0
n—oo

If lim (@p+1 — an) =0, then a,, is convergent
n—oo
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3.4

10.

11.

12.

13.

Limit: true or false solution

. True or false:

. True or false:

True or false:

. True or false:

. True or false:

. True or false:

. True or false:

. True or false:

. True or false:

True or false:

True or false:

True or false:

True or false:

If a,, — 0 and b,, is bounded, then a, b, — 0

If a2

- is convergent, then a,, is convergent

If a,, and b,, are divergent, then a,, + b,, is divergent

. a
If a,, is convergent and b,, — 00, then — — 0
n

If a,, is bounded and b,, — o0, then % —0

If a,, is bounded and b,, is a sequence that b,, = a,, for any n > 100, then b,, is bounded.

If a,, = a and b, is a sequence that b,, = a,, for any n > 100, then b,, — a is bounded.
If a,, and b,, are convergent and a,, < b, for all n, then lim a, < lim b,
n—oo

If a,, and b,, are convergent and a,, < b,, for all n, then lim a, < lim b,

If lim a, = a, then lim a,y1 =a
n— o0 n— oo

If lim a, =a, then lim a3, =a
n—oo n—oo

If a,, is convergent, then lim (a,4+1 —a,) =0
n—o0

If lim (ap+1 — an) =0, then a,, is convergent
n—oo

lim (apt1 —an) =

n— oo n—oo

= (et 1=V

= lim
n—oo

But v/n — oo is divergent

n—o0

n—oo

lim vVn+1—+n

n+1l—n

lim ——
n—oo ,/n+1+\/rﬁ
1

true
n

false, counter example a,, = (—1)

false, counter example a,, = n,b, = —n

true

true

true

true

1
false, a, = 0,b, = —
n
true

n—oo
true

true

true

false, a, = vn

vn+1l++/n
Vn+1+y/n

1

Vn+1+n T cotoo
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Squeeze Theorem

1. If 6 — 22 < f(x) < 6+ 22 for all x, then what is lir% f(x)?
r—r

. Find lim

. Find lim

. Find lim 4 +

. Find lim =z

sin(n)

n—oo N
(

sin(n)

n—soo M2

cos(n)

n— oo \/ﬁ

. Find lim (=1) 1

n—)oo\/?),_

. Explain why you cannot use squeeze theorem to find lim (—1)"

n—oo

Find lim x sinz
x—0

; 3
3 COS —
x—0~ Xz
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3.6 Squeeze Theorem solution

1. If 6 — 22 < f(x) < 6+ 22 for all x, then what is lir% f(x)?
r—r

6
2. Find lim 527
n—o0o n
-1 < sin(n) < 1 Vn  — lim sin(n) —0
n n n n—oo  m
3. Find lim 2207
n—oo N
-1 < sin(n) < 1 Vn — lim sin(n) _o
n2 n2 n2 e 2
. . cos(n)
4. Find lim 4
nd lim 4+ =0
-1 cos(n) 1 ) cos(n)
44+ —<14 <44+ —=V = lim 4 =1
TR TR ST AT niee*t T m
5. Find lim ﬂ—l
n— o0 \/ﬁ
e A ) G

6. Explain why you cannot use squeeze theorem to find lim (—1)"
n—oo

The setting of squeeze theorem is that if sequences a,, < b, < ¢, for all n, and lim a, = lim ¢, = L, then b, is convergent
n— oo n— oo

and lim b, = L. The theorem requires lim a, = lim ¢, = L, which is not the case for lim (—1)".
n—o00 n—o00 n— 00 n—00

7. Find lim zsinx

x—0
. . . sinx
lim zsinxz = lim T
z—0 x—0 =
xT
1 1
Let y = — thenz = —, and x — 0 leads to y — o0
T Y
. sinz .S
lim —— = lim Y
z—0 = y—oo Y
xT
Now
-1 sin 1 1 1
— < Y <= S lim — =0 = limxsinz =0
Yy Y Y y—oo Yy z—0
. . 3 3
8. Find lim z°cos —
x—0~ x 3
. 3 . Cos =
lim z3cos = = lim T L
x—0~ X x—0— L
3
1 1 1 _
Lety:—3 then — =y3,and x — 0~ leads to y — —o0
T T
. cos? oS 3y%
lim L — lim
z—0~ i Yy——0 Y
3
Now . L
-1 cos 3y 3 cos 3y3 . 3
< Y < == 1 Y =0 = lim 2%cos= =0

1
? Yy ; Yy——© Yy z—0~ x
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3.7 Differentiability

x
1. Let f: R — R defined as f(z { || . Find f'(z) for  # 0. Is f differentiable at 2 = 0?
0 T =
xsm . y : .
2. Let f: R — R defined as f(z { . Find f'(z) for z # 0. Is f differentiable at z = 0?
3. Let f:R — R defined as f(x @’ Sm . Find f'(z) for z # 0. Is f differentiable at 2 = 0?
-0
4. Let f(z) =[z] =min{n€Z |n
x
e
4+ *—o
3t *—o
2+ *—o
1+ e—o
. x
-3 -2 -1 1 2 3 4 5
—o-2
*—o -3

Find f/(1.5). Is f differentiable at z = 1?
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3.8 Differentiability solution

x
— x#0
1. Let f: R — R defined as f(x) = 2] . Find f/(z) for z # 0. Is f differentiable at z = 07
0 x=0
For z # 0, we have
T x>0
) = {x <0

Therefore

f'(m):{l x>0

-1 <0

To determine is f differentiable at = = 0, we go back to the (left/right) limit definition

f(0) exists <= hlir(r)l* M - hlgﬂﬂ M

Since f(x) =0 for x = 0, so we need to check

. f(h) = . f(h) .o =1 41
lim —* = lim ——* <= lim — = lim —
hl{g* h hg(r)l+ h hl}%{ h hi%h h
Since both limit converges to infinity
lim —f — lim L
hso- b0 bt B0

so they both does not exist and therefore f is not differentiable at = = 0.

Extra explanation You actually do not need to compute both the limits. Once you see one of them does not exist, then you
can stop, because “does not exist” means the solution is &, and no number in R will equal to &, so we can immediately end
the work and say f is not differentiable

0. Find f'(z) for z # 0. Is f differentiable at z = 0?
0 z=0

!
2. Let f: R — R defined as f(z) = sy z#

1 . 1 1 1 11 1
For z # 0, we have f(z) =z sin —. To find f'(z), we use the product rule: f'(z) = sin — —x— cos — = sin — — — cos —
x r T r T oz

To determine is f differentiable at z = 0, we go back to the limit definition

. f(h) = f(0)
/ j—
70 = flbl—% h
Since f(0) = 0 by the definition of f, we have
hsin & 1
/ 1 ho_ 1 ——
f1(0) = }ILIII%) = }Lm}) sin

This limit does not exist so f is not differentiable at =z = 0.

. o1 ) . ) 1 o
Explanation why }ILm% sin 7 does not exist: consider change of variable, let k& = % so now for h — 0 we have k — oo, the limit
—
now becomes

.1 . .
= lim sin — = lim sink
h—0 h k-

£'(0)
Since we know sin is oscillating so it does not converge if k goes to infinity.

1
z?sin— z#0
T

0 z=0

3. Let f: R — R defined as f(z) = . Find f/(z) for z # 0. Is f differentiable at z = 07

1 . 't 1 1 1 1
For 2 # 0, we have f(x) = ?sin —. To find f’(z), we use the product rule: f'(z) = 2z sin — —m2—2 cos — = 2zsin — — cos —

To determine is f differentiable at x = 0, we go back to the limit definition

h—0 h

Since f(0) = 0 by the definition of f, we have

h—0 h h—0
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Now we get stuck at this limit. Consider change of variable, let k = i so now for h — 0 we have kK — oo, the limit now

becomes 1 sin &
, . . o
JOP= iy =
Now since —1 < sink < +1, thus
lim — < lim sin f < lim l
k—oo k k—oo k k—oo k
=0 =0

by squeeze theorem the limit is zero.

Extra content (f’(z) is not continuous at x = ()

1 1
2rsin— —cos— x#0
x x

0 z=0

@)=

. . ! 1 e . .
Note that lim f'(x) = lim (21: sin — — cos 7) does not exist (it is at 00), so f'(x) is not continuous at z = 0
z—0 z—0 xT x

4. Let f(x) =[z] =min{n € Z | n > x}

x
e
4 + e—o
3t *—o
2+ *—o
1 e—»
‘ ‘ ‘ L x
-3 -2 -1 1 2 3 4 5
—to
e—o2
*—o -3
Find f/(1.5). Is f differentiable at z = 1?
d d
"1.5) = —f(1.5)=—1=0
F15) = = f(1L5) = -
(From the figure, we see that the slop of f at 1.5 is a horizontal line, so the slope = 0)
fm PP I O g 0
h—0— h h—0— h h—0- h h—0—
[1+h] —[1] .o2-1 1
- g 1 R —_ =
h—0+ h h,gg+ h h,gg+ h oo
1+h]—[1 14+h]—[1
Hence lim M # lim & so f is not differentiable at x =1

h—0— h h—0t h
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3.9 Analysis of integral

T
1. Given f(z) is an even function. Prove that F(z) = / f(t)dt is an odd function.
0

! 1
2. Let f(z) = x. Using Riemann sum, prove that / flx)dz = 3

0
3. Let f(x) = 10. Using Riemann sum, prove that / f(z)dz = 20.

3

1
4. Let f(x) = €”. Using Riemann sum, prove that / f(z)dz =e—1.
0
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3.10 Analysis of integral solution

1. Given f(z) is an even function. Prove that F(z / f(t)dt is an odd function.

F(-z) = wa )t = /f /f ~F()

u_ft

! 1

2. Let f(x) = 2. Using Riemann sum, prove that / flx)dx = 7
0
First write down the summation N
1
z)dr = lim a+kh)h
[ J@az = Jim 3 S+ k)

The meaning is, we chop the integration range into N interval with width h, where

b—a

h =
N

with b =1 and a = 0. Now we have
1 N
. 1—-0\1-0 . kN1
/0 fa)de = ]\}gnoo;)f(0+k N ) N ]\}gnoosz(N)N

k k
Now for f(z) = x, we have f(ﬁ) = —, therefore

N
1 N N
k1 ) 1
, J@de = Jim 3y =l e 2k
Now we “kill" the summation sign
1 N(N+1) N+1 1+1/N 1
/0 faye = Jm = = oy = S =3

5
3. Let f(x) = 10. Using Riemann sum, prove that / f(z)dz = 20.
3

First write down the summation

/‘f = Jlim > f(a+kh)h.
k=0
The meaning is, we chop the integration range into N interval with width h, where
b—a
h =
N

with b =5 and @ = 3. Now we have
! . 5-3 , 2k 1
[ s - A}ganf(M*)T = 20im 3 (% )y

2
Now for f(z) = 10, we have f(%) = 10, therefore

1 N-1 1 20 N-1
der = 2 li 10— = lim — 1

Now we “kill" the summation sign,

! 20
/ f(x)de = lim —N = lim 20 = 20
0

1
4. Let f(x) = €”. Using Riemann sum, prove that flz)dz =e—1.
0

a:mb:Lh:b*“:1;anfm+km:fm+km:f@m:w@(

S|
~—

1 n—1 B 1+exp(l)+~-~+exp("—’1)
ky 1-0 n n
/ e“dr = lim Zexp( ) = lim
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1_,rn

By l+r+r2+---+r"t= 1 , we have
—r
i 1—en/n i 1—e i e—1 (1) 1 1
=lm ———F—=1lm ———=lim ———— = (e — im ——
n—o00 (1 — el/")n n—o00 (1 — el/")n n—oo (el/" — 1)77, n— o0 (el/” — 1)n
. . 1 ..
So if we show lim ———————— =1 then we finish.
n—oo (el/” — l)n
1 1 1
limizlimizlim L:H'm—:le

n—oo (el/” —1)n n-oo el/n -1 z250e%—1 20 e? 1
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Computation in Linear algebra

Basic computation

. Given
1 3 1 6 0 -1 1 0 0 1 2
S R e B K e N e
(a) Find u — 2v (e) Find Bw — Au (i) Find B?
(b) Find u + v+ w (f) Find (A+ Iu (j) Find B> — AI
(c) Find u'w and w'v (g) Find (CAu,w)
(d) Find Av (h) Find CA and AC
. True or false: for any three vectors u, v, w, we have (u+v) + w =u+ (v + w)
. Compute
1000 10
1 2\[5 V2—-1 2 V241 2 100 10
3 4 6 |’ 2 V241 V2a-1 |’ 0 210 10
00 2 1 10
: 1 2 5 6] .
. Given A = 3 4 ,B = 7 8,f|ndA+B,1OA—B,ABandBA
. Given A = g 63] find AAT — 451
1
. Given A= (2| ,B = [4 5 6],find AB and BA
3
SR 2 1 0 -1
.GivenA:3 0 1},3 1 3 -2 0/, find2AB
: 0 1 -1 -1
1 0 2 1 2 3 -7 6 -1
. GvenA=10 3 1|,B=|1 3 4),C=|1 0 -—1],verify(A+B)C=AC+ BC and (AB)C = A(BC)
4 2 0 1 4 3 1 -2 1

2 5
. Given £ = 3] ,y=1|61|,z=[7 -8 —9]. Find x'y, (y,z") and yz. Does (y,z') = yz?

4 -1 2| |z
. Compute [z y 2] |[-1 0 1| |y
2 1 0f |z

. Write 322 — 8zy + 2y% + 622 — 322 in matrix form as in the previous question.

4 2 0 2 3 1 3 1 =3
A= 2 1 0|,B=|2 -2 -2 C=]|0 2 6 |.Decidewhether AB = AC.
-2 -1 1 -1 2 1 -1 2 1
. 1 1 . 2
. Given & = 1 and y = ol find |||, ||| and the angle between x,y
o F g
. Givenu= |3 | andv=|—1[, find u'w, |ul, |[v| and the angle between u and v
__4_ .__2_.
o F g
. Givenu= |3 |andv=|-1[,is|u'v| < |ul|v] true?
__4_ __2_
o
. Given u = _43 , find “
) [
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17.

18.

19.

20.

21.

22.

23.

24,

25.

26.

What is the Euclidean distance between u = {ﬂ and v = [

Find ¢ such that if A = B ﬂ we have AT = A
1 2 0
Given A= |—-3 —3 3|, find AT, AAT and ATA  is AAT = AT A?
0 0 4
leenA—{0 3],B—[2 1]flnd(AB) ,B'A' |is(AB) =B'A'?

A matrix A is called orthogonal if AAT = I. Which of the following matrices is orthogonal?

Given A = {

True or false:

A:

b o [0 |

]. Find A2, A%, A*, do you find something?

1 2
0 1

1 2 -3 0

2 4 —2 2|, turn A into a row echelon form.
3 6 —4 3

[—4 1 —6

1 2 -—5], turn A into a row echelon form.

|6 3 —4

2 -4 -4

1
2 5 =9 —10], turn A into a row echelon form.
3

-2 3 11

| o )

the diagonal of a matrix A and the diagonal of a matrix A" are always the same for any square matrix A
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4.2 Basic computation solution

1. Given
1 3 1 6 0 -1 1 0 0 1 2
a=lo Bom=fy B o= [h D] ormly s [S) o= e[
(a) Find u —2v [_?
(b) Find u + v+ w B
(c) Find u'w and w'v —land 4
. 1 3 7
(d) Find Av 1 [6} + 2 [2} = [2_
(e) Find Bw — Au {121
. -3 0 -3
(f) Find (A+ Iu sameasAu+u:[2}+[_J:{l
in u, w u=| . , then u) w=-3
(g) Find (CAu,w) cA [1} hen (CAu) '
. -6 2 -3 —4]
(h) Find CA and AC CA = {_7 _1] AC = {2 4]
I 19  —6]
(i) Find B [_322 |
(i) Find B? — AIC B’ — AIC = B® — AC — [325 P
2. True or false: for any three vectors u, v, w, we have (u +v) + w =u + (v + w) true
3. Compute
1 2\[5] _ [5+12] [17
3 4 6 | [156+24] |39
1 0 0 O 10 10
V2—-1 2 V2+1 ] [2v2-1 2100 10 | |30
2 V2+1 V2-1] [2v2+3 0210 10 |~ |30
0 0 2 1 10 30
4. Given A = E i] B = [? g} find A+ B, 10A— B, AB and BA
6 8 5 14 19 22 23 34
A+B[1o 12]’ 10‘43{23 32]’ ABL?, 50}’ BA[31 46}
5. Given A = E _63} find AAT — 451
T e [6 =3][6 3] [45 0] _[45 0] [45 0] _[o 0
AA- - I = {3 6} {—3 6} {0 45} - [0 45} {0 45} - [0 o}
1
6. Given A= |2|,B = [4 5 6],find AB and BA
3
4 5 6
AB= |8 10 12 BA =32
12 15 18
L9 o 2 1 0 -1
7. GivenAz{3 0 1},32 1 3 -2 0/, find2AB
01 -1 -1
8§ 10 —4 2
2AB = {12 8 -2 —8]
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10.

11.

12.

13.

1 0 2 1 2 3 -7 6 -1
.GvenA=10 3 1|,B={1 3 4{,C=|1 0 =1}, verify(A+B)C = AC + BC and (AB)C = A(BC)
4 2 0 1 4 3 1 -2 1
2 5
.Givenz=|[3|,y=1]6], 2= [7 -8 —9]. Find 2"y, (y,2") and yz. Does (y,2") = y2?
4 -7

x'y =2(5)+3(6)+4(-7) =0

(y,z") = 2y =7(5) — 8(6) — 9(—7) = 50

) 35 —40 —45
yz= |6 |[7 -8 —9]=|42 —48 —54
-7 —49 56 63
(y,z") is an inner product, it gives a 1—by—1 scalar, yz gives a 3—by—3 matrix, so (y,2 ") # yz.
4 -1 2| |z dr —y+ 2z
Compute [x Y z] -1 0 1| |y| = [x Y z} —x+z = 42 — 22y + daz + 2yz
2 1 0] |z 2z 4y

Write 322 — 82y + 2y + 62z — 32% in matrix form as in the previous question.

777 |2

32 —8ay+2y° + 622 -3 =[x y 2] |? ? ?| |y
7 72 7 |z

Diagonal terms
3 7 7 T
3x278xy+2y2+6x27322:[:13 Y z} 72 7 Y
7

Off diagonal terms: coefficient / 2

3 -4 3 x
327 —8zy+2y° +622—3"=[z y 2] -4 2 0] |y

3 0 =3 |z
(* * x) Actually there are infinite-many ways to do this
3 —4 3 x 3 8 9999993( |z
32% — 8xy + 2% + 622 — 322 = [m Y z] -4 2 -4 |yl = [w Y z] —16 2 —40 Y
3 4 =3 |z —9999987 40 -3 z
4 2 0 2 3 1 3 1 -3
A= 2 1 0|,B=|2 -2 -2 C=1]0 2 6 |.Decide whether AB = AC.
-2 -1 1 -1 2 1 -1 2 1
12 8 0
AB=AC=|6 4 0
-7 =2 1

(What is the implication of this exercise: we have AB = AC yet B # C. This shows that the cancellation law is not valid for
matrix multiplication. That is, we do not have

AB=AC — A'AB=A"'AC = B=C

this step is wrong

The reason is that A~' doesn't exist. )

x||? and the angle between x,y

. 1 1 .
Given & = L] and y = [0} , find |||,

lz] = V12 +12=V2,  |lz]* =2,
To find the angle between x,y first we recall
+
1 Ty 1 s
/(x,y) =cos !t —Z— = — ==
|yl V2 o4
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2 3
14. Givenu = | 3 | and v = |—1|, find w' v, ||u||, ||v|| and the angle between u and v
—4 -2
u'v = 203)+3(-1)+(-4)(-2)=6-3+8=11
lu = V2+3+(—42=VE+9+16=+29
loll = V3 + (12 +(-22=vo+1+4="V14
u'v 11
Z(u,v) = cos ' ——— =cosT! ———= = cos1(0.545920) ~ 0.5777 = 33°
[ull[lo]l V2914
2 3
15. Givenu= | 3 | and v = | 1|, is |u'v| < |ul|v] true?
—4 -2
luTv| = [11] = V121 < V406 = V29 - 14 = |jul|||v||
so it is true.
1
16. Given u = | |, find -
4 [[ee]|
2
1/v/30
u u u o [=3/v30
lu|  VI+9+16+4 /30 4/v30
2/V/30

17. What is the Euclidean distance between u = [ﬂ and v = [(1)} ?

dist(u,v) = [[u —v||= /1 -12+(1-02=V1=1

18. Find t such that the Euclidean distance between u = E] and v = [;} is 2.

dist(u,v) = [[u —v]| = /(1 -22+B-1)?2=2 <= V1+9-6t+12=2 <= t>—6t+6=0
t_Gi\/36—4(6)_Gi\/36—4(6)_3i\/§
— 5 - 5 —

19. Find ¢ such that if A = B ﬂ we have AT = A

t=3
1 2 0
20. Given A= |-3 -3 —3|,find AT, AAT and ATA,is AAT = AT A?
0 0 4
1 =3 0 5 -9 0 10 11 9
AT =12 -3 0| AAT=]|-9 27 —-12| ATA=1|11 13 9
0 -3 4 0 —-12 16 9 9 25

21. Given A — B :,2)] B— B ﬂ find (AB)T, BTAT ,is (AB)T =BT AT?

AB:[Z ﬂ (AB)TZB §}=BTAT=[(1) ﬂ E 3}

22. A matrix A is called orthogonal if AAT = I. Which of the following matrices is orthogonal?
1 0 -1 0 cosf) —sinf 1 10
0 1|’ 0 1|’ |sinf cosf |’ |0 1

All matrices are orthogonal except the last one.
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23.

24.

25.

26.

27.

1 2

Given A = {0 3

]. Find A%, A% A*, do you find something?

How to get this

and this is true for A3, A*, so basically the effect of multiplying A is to add 2 on the top-right entry

True or false: the diagonal of a matrix A and the diagonal of a matrix AT are always the same for any square matrix A  true

1 2 -3 0
A= 12 4 -2 2], turn A into a row echelon form.
3 6 —4 3
Replace row2 by -2rowl + row2 and replace row3 by -3rowl-+row3 gives
1 2 -3 0]
00 4 2
0 0 5 3]
Replace row3 by -5row2+4row3 ) _
1 2 -3 0
00 4 2
00 0 2]
-4 1 -6
A= |1 2 -5], turn A into a row echelon form.
6 3 —4
swap rowl and row?2
1 2 -5
-4 1 —6
6 3 —4

replace row2 by 4rowl + row2 and replace row3 by -6rowl + row3

1 2 -5

0 9 -26

0 -9 26
replace row3 by row2 + row3

1 2 -5

0 9 —-26

0 0 0

1 2 -4 -4
A=1(2 5 -9 -10/, turn A into a row echelon form.
3 -2 3 1
replace row2 by -2rowl+row2 and replace row3 by -3rowl + row3

1 2 -4 -4
o 1 -1 =2
0 -8 15 23

replace row3 by 8row2 + row3
1 2 —4 —4
01 -1 -2
oo 7 7
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10.
11.
12.
13.

14.

15.

16.

17.

18.

Determinant

[—7

. Find det | 3

7

Find det

TTL O = W~

h S
I
| e——|
o =
RIS
_

. Find det |4

. Find det |1

. Find det [0

Find det

=N

True or false:
True or false:
True or false:

True or false:

. Find the determinant of the following matrices.

1 2

A=1o], 32[3 4}, c- 41;

-10
1

0 -3 9
7 10 17
0 11 1 |. Hint: look at the 4th column.
0 8 -3
1 6 8
is A non-singular? Why?
2 3
-2 3

5 -1
1 —3]
1 10
1 11
1 3]
2 10
0 3]

|

2 t—9

. Find ¢ such that det {t —4 3 } =0.

det A=det A"

if A has a zero column, then det A =0
det(AB) = (det A)(det B)

det(A — B) =det A — det B

Find the characteristic polynomial of A = g 130
. . . (7 —1]
Find the characteristic polynomial of A = 6 9
. . . (5 —2]
Find the characteristic polynomial of A = 4 4
. . . (3 —2]
Find the characteristic polynomial of A = 9 _3
1 2 3
Find the characteristic polynomialof A= (3 0 4
6 4 5

Sy
3|, BE= |}
2 3 3

N = O

oo Ut N O

4
-9 2] by Laplace's cofactor expansion with clever use of the property of determinant
2
0
3
0
0
-1

O© O WO
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4.4 Determinant solution

1. Find the determinant of the following matrices.

L 9 1 23 1 -2 3 ;ggg

A=[0], B= ,C=14 56|, D=2 0 3|, E=
3 4 1 456
7 8 9 1 -2 3 5 78 o

o det A = 0, determinant of scalar = the scalar itself

b} =ad — be

o det B =4 — 6 = —2 because det [i d

e det C we use the Rule of Sarrus

+aei |a b ¢
+d‘g7cc de.f| detCc = 1(5)(9)+26)(7)+3(4)(8) — 1(8)(6) — 4(2)(9) — 7(5)(3)
J_fgec ghi = 45+ 84+96—48 — 72 — 105
—-ahf @ ® ¢ =0
-dbi d f
e det D = 0 because 1st-row = 3rd row
1 2 3
e For det E we use cofactor det E =1 xdet [4 5 6| =0
7 89
-7 —-10 4
2. Finddet | 3 —9 2| by Laplace's cofactor expansion with clever use of the property of determinant
7 1 2
-7 —-10 4 -7 —-10 4 7oy 7 10
det | 3 =9 2| =det|3 =9 2| =9det + 6det =9(—14 —12) + 6(63 4+ 30) = 324
3 2 3 -9
7 1 2 0 -9 6
(you can use any way to solve it as long as you get 324)
10 -3 0 9
3 7 10 3 17
3. Finddet |4 0 11 0 1 |. Hint: look at the 4th column.
6 0 8 0 -3
51 6 -1 8
Using the property of determinant: added 3 times the last row to the second row do not change the determinant, so
10 -3 0 9 1 0 -3 0 9
3 7 10 3 17 18 10 28 0 41
det|4 0 11 0 1 |=det|{4 0 11 0 1
6 0 8 0 -3 6 0 8 0 -3
51 6 -1 8 5 1 6 -1 8

Now, we develop the determinant about the fourth column:

1 0 -3 0 9
18 10 28 0 41

det |4 0 11 0 1|=(=1)(-D*""det
6 0 8 0 -3
5 1 6 -1 38

10 -3 9
18 10 28 41
4 0 11 1
6 0 8 -3

Now note that 2nd column has only one nonzero, so we develop the determinant about the 2nd column
1 0 -3 9

1 -3 9
det 148 100 ff 411 = (10)(=1)**2det [4 11 1 | =10(—33 — 18 + 288 — 594 — 8 — 36) = —4010
6 0 8 -3 6 8 -3
1 1| . .
4. A= [2 2] is A non-singular? Why?
det A =0 so A is singular <= A~! does not exist.
1 2 3
5. Find det [4 —2 3
0 5 -1
There is a zero so we use Laplace expansion along the first column

1 2 3

det |4 —2 3 =det[_2 3}—4det{2 3}:(2—15)—4(—2—15):55
0 5 1 5 -1 5 —1
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10.
11.
12.
13.

14.

15.

16.

17.

18.

. Finddet [1 1 10

. Finddet [0 2 10

. Find det

. Find ¢ such that det [

—3]
- 11_
It is zero.

1 1 =3]

0 0 3
The product of diagonal = 1(2)(3) = 6

2 6
4 1)

-22

t—4 3
A R
t=3or10

True or false: det A = det AT

True or false:

True or false: det(AB) = (det A)(det B)

True or false: det(A — B) = det A — det B

5

Find the characteristic polynomial of A = {2

7

Find the characteristic polynomial of A = {6

5

Find the characteristic polynomial of A = [4

3

Find the characteristic polynomial of A = {9

Find the characteristic polynomial of A =

DD W =

det(\I — A) = \3 —

if A has a zero column, then det A =0

true
true
true

false

3
10
det(\I — A) = A% — 15\ + 44
~1

2

det( AT — A) = A% — 9\ + 20
—2
—4

det(\I — A) = A% =\ — 12

-

det(A\ — A) = X2 +9

Tt W

2
0
4

6% — 35\ — 38
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Inverse
A= b} find the formula of A™1
c d
(1 -2 3
letA=|0 2 2|, findA!
-3 —4 -4
(1 0 0
.Llet A= |0 2 0], find A™!
0 0 4
- 1 2] . 1
. Let A= 0 3}flndA

. Given A = F 3

2 .
1 4] and BA® = A, find B

. Find the inverse of A = {2 3}

4 5
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4.6

. Find the inverse of A = F 3}

Inverse solution

A= Z} find the formula of A~}
-1 1
" ad—be
1 -2 3
letA=|0 2 2|, find AL
-3 —4 —4
0
A*1:% —6
6
1 0 0
Let A= |0 2 0], find A™!
0 0 4
1
A= |0
0
1ro2] L 1
LetA{O 3}flndA
4
o]t
. 1 3 9 )
.leenA{1 4] and BA® = A, find B
1 3
detA—det{1 4

] =1#1 — A l'existsand A™' =

M

—20

—10
5) -2
10 2

S N|IRkO
~l= o O

4]

BA’=A — BA’A'=AA"' < BA=1 — BAA'=A"! — BI=A"! — B=A"'= [1 _13}

4 5
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4.7

1.

10.

Eigenvector and eigenvalue

Find the eigenvalues of A = [:? Z]

. Find the eigenvectors of A = {_5 2]

-7 4

Find the eigenvalues and eigenvectors of A = B :2]

If | give you a matrix A and a vector &, how to tell is & an eigenvector of A?

Find a matrix A whose eigenvalues are 1 and 4, and whose eigenvectors are [ﬂ and [

Find a matrix A whose eigenvalues are 1 and 1, and whose eigenvectors are [(1)} and [

2

1} , respectively.

0

1} , respectively.

. Let A= E ?)J find A® using eigendecomposition.
2 -1 . 8 . .
. Let A= 9 3| find A® using eigendecomposition.
(4 0 -2]
. A= |1 3 -2/, find the characteristic polynomial of A and find all eigenvalues.
11 2 —1j
(4 1 —1]
A= |2 5 =2], find the characteristic polynomial of A. Given 3 is an eigenvalue, find all the other eigenvalues.
1 1 2
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4.8 Eigenvector and eigenvalue solution

1. Find the eigenvalues of A = [:57) Z]

A+5 =2

det(A\[; —A)=0 <<~ det{ 7 A_4

}O — MNEA-6=0 <= MN=2X=-3

2. Find the eigenvectors of A = {:? ﬂ

7 A—4 0

R | T R [ B R P

et = G0 b B = o=l — el

3. Find the eigenvalues and eigenvectors of A = B _g]

A1 = 27 A2 = 57 V1 = |:1l:| ’ Vg = |:;:|

Az =z +—= ML-Az=0 [/\+5 _2][5}:[0}

4. If | give you a matrix A and a vector x, how to tell is  an eigenvector of A?
Check is Ax = kx for some number k

5. Find a matrix A whose eigenvalues are 1 and 4, and whose eigenvectors are [ﬂ and [ﬂ respectively.

Apl=B af)-ef] -6

Since everything is in 2-dimensional, then A is a 2-by-2 matrix and thus
a bl |3] |3 a b| (2] |8
c d||1] |1 c d||1| |4
The two equations have to be hold at the same time, meaning we have

o8 3R g
BB TR B -

We have Ax = A\x, then

Thus

6. Find a matrix A whose eigenvalues are 1 and 1, and whose eigenvectors are [(1)} and [ﬂ respectively.
10
A=IL= [0 1}
2 2] . 6 . . iy
7. Let A= 1 3l find A® using eigendecomposition.
e The characteristic polynomial is A\> — 5\ + 4
e The eigenvalues \; =1, Ay =4
e The eigenvectors are vy = [21] , Vg = [ﬂ
_ 1|2 1}f1 o] (1/3 -1/3
*A=VDV _[—1 1l (0 4] [1/3 2/3
_ 2 1}{1 o0]|1/3 -1/3 2 1|11 0 1/3 -1/3 1336 2230
6 _ 6y —1 _ _ _
¢ AT=VDWVT = [—1 1} [O 46} {1/3 2/3} o [—1 1] [O 4096] [1/3 2/3 |~ |1365 2731
2 1| . g . . .
8. Let A= 9 3| find A® using eigendecomposition.
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9.

10.

e The eigenvalues \; =1, Ay =4
e The eigenvectors are v = [ﬂ , Vg = {12}

21846 —21845}

8 _ 8y/—1 _
c A =VDVT = [—43690 43691

4 0 -2
A= |1 3 =2/, find the characteristic polynomial of A and find all eigenvalues.
1 2 -1
4— ) 0 -2
p(A) =det(A—AI)=det | 1 3—A -2
1 2 —1-=A

We perform Laplace expansion along the first row

4—- A 0 —2
det 1 3—-A -2
1 2 —-1-A

3-A -2
2 -1-A

(4 —N)(=1)* det {

} 40+ (=2)(=1)"*3 det F 3 A}

1 2

3—-A -2 1 3-A
= (4—/\)det[ 9 _1_)\}—2det[1 9 }

- (4f>\)((3—>\)(—17>\)+4) —2(2—(3—A))
= A2+ 6X2 - 11\ +6.

So the characteristic polynomial of p(A) = =A% + 6A% — 11\ + 6
Now to find the eigenvalues, we solve p(A) =0
A+ 6M2 11N+ 6=0
= AN -6 +11A-6=0
— A-1)(A—-2)(A—3)=0 (this factorization may be not easy for some students)

Therefore, the eigenvalues are 1,2, 3.

4 1 -1
A= |2 5 =2|, find the characteristic polynomial of A. Given 3 is an eigenvalue, find all the other eigenvalues.
11 2

det(A — A) = X3 — 112 + 39\ — 45
3 is an eigenvalue, so (A — 3) is a factor in the polynomial. Dividing A\* — 11A\% + 39\ — 45 by A\ — 3 gives A\* — 8\ + 15
A 1IN 439N =45 = (A =3)(AN2 =8N+ 15) = (A =3)(A = 3)(A = 5) = (A= 3)*(\A = 5)

So the eigenvalues of A are 3 (2 times) and 5

(If you don't know how to divide polynomial, see https://en.wikipedia.org/wiki/Synthetic_division)


https://en.wikipedia.org/wiki/Synthetic_division

AICE1004 MadBookPro by Andersen Ang — 101

System of equations

r+2y—2=6
. Solve ¢ 324+ 8y + 92 =10
20 —y+ 2z = -2

r+y+22=06
3x+4y—2=>5
—x+y+z=2

. Solve

20 4+y =25
3x+6y+z=1
20+ Ty+2=8

|
|
|

. Solve

. Solve ¢ x — 2y + 22z + 3w = —1

2z — 4y + 52 4+ 8w = —4

204+2y—z=1
—2r—-2y+4z=1
2x4+2y+52 =5
—2x—-2y—2z=3

. Solve

r+2y—2=0
. Solve ¢ 3x+8y+22=0
dr+9y—2=0

. What is the relationship between system of linear equations and determinant?

2+ 5y + 32 =2
.For<{x+2y+22=4 Is this system has a unique solution? If yes, why? If no, why?
rz+y+3z=10

r+y—2z=2
. For<{3x—y+62=2 Is this system has a unique solution? If yes, why? If no, why?
6z 4+ 5y — 92 =3

1 2 1
. Find all solutions of the inhomogeneous system of linear equations Ax = b, where A== 3 0|, b= |0].
2 1

. Find all solutions of the inhomogeneous system of linear equations Ax = b, where A = F 2 3} , b= [1}



AICE1004 MadBookPro by Andersen Ang — 102

4.10 System of equations solution

r+2y—2=6
1. Solve { 32+ 8y + 92 =10
20 —y+2z=-2
r+2y—2=6 1 2 1] [z 6
3r+8y+92=10 <<= |3 8 9 y|l = (10
20—y +2z=-2 2 -1 2 < —2
2nd-row adds -3 times of 1st-row
1 0 0] (|1 2 -—1| |z 1 0 0 6 1 2 =1 |z 6
<~ (-3 1 0|3 8 9| |yl=1(-3 1 0| |10] — |0 2 12| |y| =[-8
0 0 1] (2 -1 2 z 0 0 1| [-2 2 -1 2 z -2
3rd-row adds -2 times of 1lst-row
1 0 of |1 2 -1] |z 1 0 0 6 1 2 =1 |z 6
— |0 1 0[]0 2 12f|yl=]0 1 8] = |0 2 12| |y|=|-8
-2 0 1| (2 -1 2 z -2 0 1| |-2 0 -5 4 z —14
divide 2nd-row by 2 (multiply 2nd-row by 0.5)
1 0 o]t 2 -1] [« 1 0 o][6 1 2 -1 [z 6
<~ [0 05 0[]0 2 12| |y| =10 05 O 8| < (0 1 6 yl =1 —4
0 0 1|0 -5 4 z 0 0 1| |-14 0 -5 4] |z —14
3rd-row adds 5 times 2nd-row
1 0 0f |1 x 100 6 1 2 —1] [z] 6
<~ |0 1 0f |0 1 6 y|l =10 1 0 4| < (01 6 y| = | —4
0 5 1|0 -5 4 z 0 5 1| [—-14 0 0 34| |z —34
divide 3rd-row by 34 (multiply 3rd-row by 1/34)
10 0 1 2 x 10 0 6 1 2 -1 |z 6
— (0 1 0 01 6 yl =10 1 0 4| < (0 1 6 yl| = |—4
0 0 1/34| |0 0 34]| |z 0 0 1/34| [-34 0 0 1 z -1
Backward substitution: z = —1
L2 1)) = y+6z=—-4 = 6=—4 — 2
01 6774 yrohe= y=o= v=
x
1 2 1] |y|=[6] <= z+2y—2=6 < 2+4+1=6 < z=1
z
r+y+22=6
2. Solve ¢ 3z +4y—2=5
—x+y+z=2
r+y+22=6 1 1 27 [x 6
r+4dy—2=5 <<= |3 4 1| |yl =15
—rty+z=2 -1 1 1 z 2
-3(1st-row) add to 2nd-row, 1st-row add to 3rd-row
1 1 1 2 x 1 6 11 2 x 6
-3 1 3 4 -1 |yl=|-3 1 5] < |0 1 —=7| |y| =1|-13
1 1 -1 1 1 z 1 1({ ]2 0 2 3 z 8
-2(2nd-row ) add to 3rd-row
1 11 2 x 1 6 11 2 x 6
1 01 -7 |y|= 1 13| < |0 1 —7| |y| =1]-13
-2 1110 2 3 z -2 1 8 0 0 17| |z 34
172=34 — 2z2=2
r+y+22=6 r+y+4=6 r+y=2 =1
y—"Tz=-13 = (y—14=-13 = qJy=1 = (y=1

z=2 z=2 z=2 z=2
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2c+y =25
3. Solve ¢ 3x + 6y +2=1
2r+Ty+2=28
2e+y=>5 2 1 0] [= 5
3r+6y+z=1 <<= |3 6 1| |y|=|1
20 +Ty+2=28 5 7 1] |z 8
half the 1st-row, one-third the 2nd-row, one-fifth the 3rd-row
120 07[2 1 0] [z 12 0 0775 1 1/2
<— 0 1/3 0 36 1| |yl=0 1/3 0 1| < |1 2
0 0 1/5/[5 7 1] |z 0 0 1/5| |8 1 7/5
2nd-row add -1 times 1st-row, 3rd-row add -1 times 1st-row
1 0 0]t 1/2 0] [«] [1 0 0]][5/2 1 1/2 0
— (-1 1 0| |t 2 13| |yl=|-1 1 0||1/3] < |0 2-1/2 1/3
1 0 1] |t 75 1/5] || |-1 0 1] [8/5 0 7/5-1/2 1/5
1 12 0] [« 5/2
<~ (0 3/2 1/3]| |y| = |-13/6| <—
0 9/10 1/5] |z ~9/10
1st-row times 2, 2nd-row times 6, 3rd-row times 10
2 1 1/2 0 T 2 5/2 2 1 0
= 6 0 3/2 13| ly|l=| 6 —13/6] < |0 9 2
10 [0 9/10 1/5] |= 10( [—9/10 0 9 2
3rd-row add -1 times 2nd-row
1 2 1 0f |z 1 5 2 1 0] |z
— 1 09 2| |y|= 1 13| < |0 9 2f |y
-1 1 0 9 2 z -1 1 -9 0 0 O z
No solution.
—3z4+6y—z4+w=-7
4. Solve ¢ © — 2y + 22+ 3w = —1
20 —4y + 524+ 8w = —4
-3 +6y —z+w=—-7 3 6 -1 111* 7
T2 +2:4+3w=—-1 < |1 -2 2 3 g = |1
21 — 4y + 52 + 8w = —4 2 4 5 8| —4
-2(2nd-row) add to 3rd-row, 3(2nd-row) add to 1lst-row
1 3 3 6 -1 11| [ 3 —7 0 0 5 10
1 1 -2 2 317 = 1 1| = |1 -2 2 3
-2 1 2 -4 5 8 o -2 1 —4 0o 0 1 2
w
2 1
—g(lst—row) add to 2nd-row, —g(lst—row) add to 3rd-row,
1 0 0 5 10 r 1 —10 0 0 5 10
—2/5 1 1,223121:,2/51 1| = |1 —2 0 -1
-1/5 110 0 1 2 w -1/5 1 -2 0O 0 0 o0
Swap (1/5)(1st-row) and 2nd-row
1 o o 5 1071]" 1 -10 1 -2 0 -1
1/5 1720713;:1/5 3« o 0 1 2
110 0 0 O w 1 0 0O 0 0 o0

0

1/3
1/5

IS IS

E v 8

T
Y
z

S v 8

E v 8

5/2
1/3
8/5

5/2
1/3—5/2
8/5—5/2
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We have j;;i} :1112: 3 , more variables than number of equations = infinitely-many solution.
To get the solution set, we write z as a function of w and write x as a function of y and w:
3+2y+w
—2g2w cy€EeER, weR,
w

204+ 2y —2z=1

vosyTa Solution: x =~ —y, z=—-, y€R
20+ 2y +52 =25 6 3

—2x—-2y—2z=3

. Solve

rx+2y—2=0
. Solve ¢ 3x+8y+22=0 Solution: z=y=2=0
dr+9y—2=0

. What is the relationship between system of linear equations and determinant?

no solution, or . .
e det A=0 <= Ax =b has . o <= no unique solution.
solution but infinitely many

e det A #0 <= Ax = b has an unique solution.

20+ by +3z2=2
.For<x+2y+22=4 Is this system has a unique solution? If yes, why? If no, why?
r+y+32=10

det

— =N
= N Ot

3
2| =2(2)(3) +5(2)(1) +3-6—-2(2) —=5(3) =12+10+3 -6 —-4—15=0
3

no solution, or . .
det A=0 < Ax =0 has . o <= no unique solution.
solution but infinitely many

rT+y—2z=2
. For ¢ 3z —y+62=2 Is this system has a unique solution? If yes, why? If no, why?
6x+ 5y —9z =3

1 1 =2
this time we calculate det {3 —1 6 | using cofactor of the first row
6 5 -9
1 1 =2
det [3 —1 6| =1-det |0 Cl-t1.det|? Ol 4(2)-det |2 M =0-30—(-27-36)—2(15+6) = 0
6 5 —9 5 -9 6 -9 6 5

no solution, or . .
det A=0 < Ax =0 has . oo <= no unique solution.
solution but infinitely many

1 2 1

. Find all solutions of the inhomogeneous system of linear equations Ax = b, where A:=| 3 0|, b= |0].
-1 2 1

1 2 |1 1 2 | 1 Rowl + 1/3Row2 [1 0 [0

3 0| 0f] — Row2-3Rowl [0 —6 | —3| — Row2/6 01 | =

12 | 1 Row3 + Rowl [0 4 | 2 Row3 + 2/3Row2 | ¢ | z

From the last row of this augmented system, we see that 0z; 4+ Oxo = 0, which is always true. From the other rows, we obtain

*= i)

is the unique solution of the system of linear equations Ax = b.

r1 =0 and zg = 3 so that
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11. Find all solutions of the inhomogeneous system of linear equations Ax = b, where A = B 3 g} , b= [ﬂ

The general solution consists of a particular solution of the inhomogeneous system and all solutions of the homogeneous system
Ax = 0. An efficient way to determine the general solution is via the reduced row echelon form (RREF) of the augmented
system [A|b]:

12 3 |1 Rowl-Row2 {1 0 1 | 1

{0 2 2 | 1} " Row2 /2 [0 11 1/2}

e From the RREF, we can read out a particular solution (not unique) by using the pivot columns as

T, = e R3.

o= O

Here, we set x; to the right-hand side of the augmented RREF in the first row, and x5 to the right-hand side of the
augmented RREF in the second row. Since z, € R3 (otherwise the matrix-vector multiplication Az = b would not be
defined), the third coordinate x5 = 0.

e Next, we determine all solutions of the homogeneous system of linear equations Ax = 0. From the left-hand side of the
augmented RREF, we can read out the solutions as

e Putting everything together, we obtain the set of all solutions of the system Ax = b as

S={zeR:.z=

o= O

_|_

>
I~
—

>

m

=
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1. Given u =

2. Given u =

3. Given u =

4. Given u =

5. Given u =

2 } ,U = [_3] , W = B] . Find the line L passing through the point w in the direction v. Is w on this line?

0

3

—41. Is u, v perpendicular to each other?

1

[ 4 4
—2| ,w = |1]| . Find the plane P passing through the point u, v, w.

|2 4

o
4. Find the projection of w onto v and the distance between u and v

_7_

[1] 2 3
4| ,w = |8]|. Let P be the plane passing through the point w,v,w. Is & = [10| on this plane?
2 1 7
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4.12 Geometry solution

1. Given u = {_27} ,U = [_3] , W = F] . Find the line L passing through the point w in the direction v. Is w on this line?

0 2
2 -3 2—3t
L_{u+tv.teR}_{[_7] [O}.teR}_[_7],teR
. . 2—3t 1 . . .
To check is w on this line, w € L <= 3t € R such that 7 [ = sl There is no t that the equality holds (since —7 # 2),
sow ¢ L
5 3
2. Given u = |4| ,v = [—4]|. Is u,v perpendicular to each other?
1 1
T 4)(—4) +1
L(U,v):cos%&: -1 36+ (1) + =cos'0=90° <= u lw
Il [ullllv]l
1 4 4
3. Givenu = |—-2|,v=|—-2|,w= [1]. Find the plane P passing through the point u, v, w.
1 -2 4
T T
a x a x
P:{w:nT:v:d}:{w: b w:d}:{ yl : |b Y :d}:{(x,y,z):ax+by+cz:d}
C z C z
ueP < a-2+c=d 1 -2 1 -1 ‘; 0
veEP +— 4a—-20—-2c=d <= |4 -2 -2 -1 ol = 0
weP < 4da+b+4c=d 4 1 4 -1 d 0
Solving the system gives
d d d
a % 3 c % S
1 3
4. Given u = |—3| ,v = |4]|. Find the projection of u onto v and the distance between u and v
4 7
. u'v 3-12+28 19 )
proj, (u) = ”v”2v TR LA dist(u,v) = [[u —v|| = /(1 = 3)2 + (=3 —4)2 + (4 — 7)2 = V62
1 1 2 3
5. Givenu=| 3 |,v=|4]|,w= |8|. Let P be the plane passing through the point u,v,w. Is ® = |10| on this plane?
—2 2 1 7
a 1 1 2| |a 3
reP <= [u v w} b| = x has a non-zero solution <= 3 4 8| |b]| = [10| has a non-zero solution
c -2 2 1] |c¢ 7

Solving the linear system gives a = 2,0 =7,c= -3, thenx =2u+7v —3w so x € P
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Abstract Linear algebra

. Given two vectors a, b, how do you tell are they linearly independent? What mathematical object you will compute to determine
that they are/aren't linearly independent?

. Given a square matrix M, how do you tell it is full rank? What mathematical object you will compute to determine that it
is/isn't full rank?

. Given two square matrices X,Y such that XY = Y3X and Y* =1, prove that Y XY = X.

. Given A = E :g} Show that A% +5A = 615.
[1] (1 1 2
. Write the vector v = | —2/| as a linear combination of the vectors u; = |1| ,us = 2| ,u3 = [—1
L 5 1 3 1
[2 ] 1 2 1
. Write the vector v = |—5| as a linear combination of the vectors u; = |—3| ,us = |—4]| ,u3 = |—5
3 2 -1 7
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5.1

1.

. Given A = {

Solution to abstract linear algebra

Given two vectors a, b, how do you tell are they linearly independent? What mathematical object you will compute to determine
that they are/aren't linearly independent?

a,b are linearly independent <= for the matrix A = [a b], the system Ax = 0 has non-zero solution

. Given a square matrix M, how do you tell it is full rank? What mathematical object you will compute to determine that it

is/isn't full rank?
M is full rank <= det M #0

. Given two square matrices X,Y such that XY = Y3X and Y* = I, prove that Y XY = X.

YXY =Y XY)=Y(Y}X)=(YY)X =YX =IX=X

4

6 _g} . Show that A2 +5A = 61,.

Of course you can do the brute force way to show this.
This equation is true because of Cayley-Hamilton theorem: the charcateristic polynomial of A is

A—4 5

p(A) =det(A — A) = det { 6 A+9

]:(/\—4)(/\+9)+30:)\2+5>\—6

Thus by Cayley-Hamilton theorem, A% +5A4 — 61, = 0.

1 1 1 2
. Write the vector v = | —2| as a linear combination of the vectors u; = |1| ,us = 2| ,uz3 = [—1
5 1 3 1
11 2 x 1
v as a linear combination of uy,us, u3 <= Uz = v has a non-zero solution for x <— |1 2 —1| |y| = |-2
1 3 1 z 5
Solving the linear system gives v = —6u; + 3us + 2ug
2 1 2 1
. Write the vector v = |—5| as a linear combination of the vectors u; = |—3| ,us = |—4| ,u3 = |—5
3 2 -1 7
1 2 2 x 2
v as a linear combination of uy, us,u3 <= Ux = v has a non-zero solution for x <— -3 —4 -—5| [y| = |-5
2 -1 7 z 3

Solving the linear system we found that it has no solution, so v cannot be written as a linear a linear combination of uy, uo, u3

End (ver. October 18, 2024)
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